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Abstract

With the fast development of heterogeneous network services and applications as well as the
increasing bandwidth demand, the future transport networkis confronted with the requirements
for flexible and dynamic service provisioning, high throughput and assurance of quality of ser-
vice (QoS). To deal with the challenges, photonic packet switching aims to realize a fast switch
of the traffic in the optical domain in a packet-by-packet manner. The fine granularity in the
switching is flexible for the support of dynamic service requirements and allows for an effi-
cient resource utilization by taking advantage of the statistical multiplexing gain. In last years,
relatively large advancements have been made in the technologies for the fast configurable op-
tical switch fabric. The switching control unit (SCU), however, will keep relying on electronic
technologies in the foreseeable future due to the unsolved technological problems in e.g., op-
tical buffering and optical signal processing. Optical packet switching (OPS) and optical burst
switching (OBS) are two representative network architectures for the photonic packet switching.

Because of the limitation in the realization technologies, QoS problems in OPS and OBS net-
works differ from those in conventional store-and-forwardpacket switched networks. Typically,
due to the deficiency in the optical buffering capability, the optical switch fabric must switch on
the fly, which leads inevitably to data loss. The loss performance in OPS/OBS core networks has
been intensively studied. Furthermore, to alleviate the processing overhead in the SCUs, large
optical data frames are suggested for the OPS/OBS core network. To this end, the client traf-
fic needs to be assembled in the edge node before being transmitted through the core network.
The traffic assembly procedure causes additional delay and alters the traffic characteristics. Its
influence on the end-to-end (E2E) QoS provisioning must be elaborately analyzed.

This dissertation studies the QoS provisioning in the edge node of OPS and OBS networks. It
models, analyzes and evaluates the link-layer performanceof the edge node and provides the
solution to the admission control for QoS guarantee. In the beginning, the general OPS/OBS
network architectures are introduced. Especially, the schemes for the QoS differentiation and
assurance with respect to the E2E loss performance for core networks are surveyed and clas-
sified. Then, the relevant work for the edge node is discussedwith the focus on the traffic
assembly and scheduling. The edge node’s tasks in controlling the optical header rate and local
delay are highlighted.

Before proceeding to solve the QoS problems, the time-scale-dependent traffic characteristics
in today’s Internet backbone are briefly introduced. To dealwith such kind of traffic behaviors
as well as further complex traffic patterns introduced by thetraffic assembly, a novel approx-
imate method is proposed for the multi-scale queueing analysis on the basis of the time scale
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ii Abstract

decomposition and the concept of the relevant time scale. Anexample study in combination
with simulations verifies the validity and accuracy of the method.

The performance analysis concentrates on the quantitativedetermination of the assembly degree
and the transmission queueing delay in the edge node. For theformer case, a closed-form
solution is derived for an approximate estimation of the mean frame size after the assembly,
from which the optical header rate can be calculated. In the delay analysis for the transmission
buffer, the characteristics of the assembled traffic are first analyzed on small time scales and
large time scales, respectively. On this basis, the transmission queueing performance is solved
by the proposed multi-scale queueing analysis. Connecting these analytical results together, a
comprehensive performance evaluation is carried out for the edge node. It is shown how the
combined QoS requirements to constrain the header rate and to keep the local delay bound
impose the restrictions on the traffic throughput. An admission control algorithm is further
proposed based on the derived quantitative relationship between the traffic profile, the system
parameters and the QoS specification. Integrating those QoSmodels proposed for the core
OPS/OBS network, this provides a complete solution to guarantee the E2E delay, the timely
header processing in SCUs and the loss performance on the datapath.



Kurzfassung

Durch die weite Verbreitung des Internets werden heute wachsende Anforderungen an die
Transportnetze im Hinblick auf die Dienste so wie die Bandbreite gestellt. Zukünftige
Transportnetze sollen einen sehr hohen Durchsatz ermöglichen und die Dienste dynamisch
bereitstellen können, um die heterogenen Dienstanforderungen der oberen Schichten möglichst
effizient zu unterstützen. Ebenfalls wichtig für ein Transportnetz ist auch die Fähigkeit, eine
Dienstgüte (QoS) zu gewährleisten. Eine vielversprechende Lösung dazu stellt die photonische
Paketvermittlung dar. Das Grundprinzip dabei ist, in optischen Netzen jeden einzelnen Daten-
rahmen transparent (d.h. ohne O/E/O-Wandlung) zu vermitteln. Die feine Granularität der Ver-
mittlung ermöglicht eine flexible Bereitstellung von Diensten sowie eine bessere Ausnutzung
der Ressourcen anhand des statistischen Multiplex. In letzter Zeit wurden große technologische
Fortschritte erzielt, um eine schnell-konfigurierbare optische Vermittlungsmatrix zu realisieren.
Wegen ungelöster Probleme der optischen Signalspeicherung/-Verarbeitung, beruht die Steuer-
einheit des Switches jedoch weiter auf elektronischen Technologien.Optical Packet Switching
(OPS) undOptical Burst Switching(OBS) sind die zwei bekanntesten Netzarchitekturen der
photonischen Paketvermittlung.

Wegen technologischen Einschränkungen unterscheiden sich die Dienstgüte-Probleme in
OPS/OBS Netzen von jenen in den herkömmlichen paketvermittelten store-and-forward
Netzen. Aufgrund des Mangels an optischen Speichern muss die Durchschaltung der
Vermittlungsmatrix mit der Ankunftszeit eines Datenrahmens synchronisiert werden. Dies äh-
nelt dem Verhalten der Leitungsvermittlung und kann zur Blockierung sowie Datenverlust
führen. Die Leistungsfähigkeit der OPS/OBS-Kernnetze wurde hinsichtlich der Blockierungs-
wahrscheinlichkeit bereits intensiv untersucht. Um den Verarbeitungsaufwand der Steuereinheit
eines Switches zu reduzieren, sind üblich große Datenrahmen für OPS/OBS Netze vorgesehen.
Einkommender Verkehr aus den Kundennetzen wird zuerst im Randknoten in Datenrahmen
assembliert, bevor er in das Kernnetz weitergeleitet wird.Die Verkehrsassemblierung verur-
sacht zusätzliche Verzögerungen und ändert die Verkehrscharakteristik, deren Einfluss auf die
netzweite (E2E) Dienstgütegarantie eingehend untersuchtwerden muss.

Diese Dissertation behandelt die Dienstgütegarantie im Randknoten von OPS/OBS Netzen.
Die Leistungsfähigkeit des Randknotens wird modelliert undanalysiert. Weiter wird ein Ver-
fahren zur Zugangskontrolle entworfen. Zunächst werden die allgemeinen OPS/OBS Netz-
architekturen eingeführt. Die Mechanismen zur QoS-Differenzierung und -Gewährleistung
mit Bezug auf die Blockierung im Kerznetz werden besonders untersucht und klassifiziert.
Bekannte Forschungsergebnisse hinsichtlich der Verkehrsassemblierung und des -Scheduling
im Randknoten werden vorgestellt und diskutiert. Die Aufgaben des Randknotens in der Raten-
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kontrolle der Rahmenköpfe und in der Beschränkung der lokalerVerzögerung werden hervorge-
hoben.

Eine systematische Leistungsbewertung für den Randknoten setzt eine gültige Verkehrs-
modellierung und eine angemessene Untersuchungsmethode voraus. Der Verkehr heutiger IP-
Backbonenetze besitzt komplexe Struktur auf verschiedenenZeitskalen. Besonders in ein-
em Randknoten kann das Assemblierungsverfahren zu weiterenVerkehrsmustern führen.
Um solche Verkehrscharakteristika zu behandeln, wird eineneue analytische Methodik vor-
geschlagen, die auf dentime scale decompositionund relevant time scalePrinzipien beruht.
Durch Simulationsstudien werden die Gültigkeit und die Genauigkeit der Methodik verifiziert.

Die Leistungsbewertung konzentriert sich auf die quantitative Bestimmung zweier Metriken:
(1) die aus der Assemblierung resultierende Rate der Rahmenköpfe; (2) die Wartezeit der
Datenrahmen im Sendepuffer. Dazu wird zunächst der Mittelwert der Rahmengröße anhand
der Assemblierungsparameter abgeleitet, aus dem die Rahmenkopf-Rate direkt ausgerechnet
werden kann. Zur Bewertung der Wartezeit wird zuerst der assemblierte Verkehr analysiert
und seine Charakteristik auf kleinen und großen Zeitskalen identifiziert. Die Wartezeit wird
durch die vorher vorgeschlagene Methodik analysiert. Anhand der analytischen Ergebnisse
wird eine gesamte Leistungsbewertung für den Randknoten durchgeführt. Der Einfluss der QoS
Anforderungen bezüglich der Rahmenkopf-Rate und der Verzögerung auf den Durchsatz wird
hervorgehoben. Weiterhin wird ein Algorithmus zur Zugangskontrolle abgeleitet. Der Algo-
rithmus integriert das QoS-Modell für den Randknoten und diebekannten QoS-Lösungen für
das Kernnetz. Die Integration der QoS-Modelle entspricht einer vollständigen Lösung zur E2E
Dienstgütegarantie in OPS/OBS Netzen.
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1 Introduction

The last decade witnessed the large success of the Internet,which had and continues to have
its extensive and profound influence on today’s informationsociety. Thanks to the flexible pro-
tocol stack on the basis of the Internet protocol (IP), the Internet is capable of accommodating
a variety of network services. This greatly stimulates the development of new network appli-
cations and at the same time motivates the replanting of the conventional voice service from
circuit-switched networks to IP-based solutions. The tendency is apparent that the IP layer is
becoming a convergence layer in the global information infrastructure (GII). In the upward di-
rection of the protocol stack, it provides a uniform networklayer for heterogeneous applications
and the respective upper-layer protocols. In the downward direction, a dynamic transport net-
work architecture is preferable in order to support the IP-based client networks in a flexible and
efficient manner.

The current transport networks have evolved from telephonenetworks that were inherently de-
signed for connection oriented services. Electronic circuit switching technologies, with the rep-
resentatives of the synchronous digital hierarchy (SDH) and the synchronous optical network
(SONET) [BC89, RS02], realize the traffic grooming and switching in terms of the hierarchi-
cal time division multiplexing/demultiplexing. They generally require accurate network-wide
synchronization and expensive optical-to-electrical-to-optical (OEO) equipments in switching
nodes. With the introduction of the dense wavelength division multiplexing (DWDM), the
transmission bandwidth of individual optical fibers was significantly increased. Optical circuit
switching (OCS), also called light path switching, was further developed to realize all optical
end-to-end (E2E) connections by means of wavelength paths [NR01, Ram02]. Such a hierarchi-
cal structure of the circuit switched transport network leads to a high complexity in the network
configuration/maintenance and imposes large control/management overhead, which is inflexi-
ble and redundant from the perspective of the IP layer if it isapplied to individual narrowband
services.

This contradiction motivated the development of optical transport networks (OTN) that switch
and route in a finer granularity than that of the circuit switching. Typically, the traffic is
switched/routed per individual data frames, following thebasic concept of packet switching.
Taking advantage of the statistical multiplexing, the network bandwidth is more efficiently uti-
lized for the IP traffic that exhibits a high degree of traffic dynamic. To match with the huge
transmission bandwidth of fiber links, however, the OTN nodes must realize a very high switch-
ing speed. Electronic packet switching is the mature technology, which can currently support
the line rate up to 80 Gbps or even above. In the long term, the photonic packet switching has
more potentials by providing for transparent data switching in the optical domain.
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1.1 Photonic Packet Switching

Photonic packet switching adopts optical switch fabric that can be fast configured to switch the
traffic in the form of optical data frames. Due to the deficiency in the buffering technology
for optical signals, the photonic packet switching followsthe style of switching on the fly in
contrast to the conventional store-and-forward packet switching. This means that the control
unit of the switch has to keep track of a good timing so that a forwarding route within the
switch fabric is configured before the arrival of the data. The implementation of the control
part of the switch will keep relying on electronic technologies in the foreseeable future, because
the practical realization of the optical buffering and signal processing is still confronted with
many technological challenges. With electronic devices, the processing speed of the header
information in the switching/routing decision for individual data frames stands for a crucial
performance constraint. To alleviate this problem, in mostof the proposed network architec-
tures, large data frames are applied to reduce the header processing overhead. Correspondingly,
the client traffic, e.g., flows of IP packets, needs to be assembled/disassembled to/from OTN
data frames at the ingress/egress of the OTN. This function can be included into a light-weight
adaption layer between the IP layer and WDM layer in the protocol stack. In general, the net-
work architectures with the photonic packet switching havea much flattened layering structure,
which is sometimes in literature highlighted by the notation of the IP-over-WDM solution in
comparison to, e.g., the IP-over-SDH-over-WDM, in the circuit switched OTN.

Service provisioning in transport networks is mostly boundto a service level agreement (SLA)
that specifies the quality of service (QoS) to be delivered. Photonic packet switched network
architecture must be able to provide guaranteed QoS so as to meet with the service requirements
from the client layers. Due to the speciality in the applied technologies, QoS problems in pho-
tonic packet switched networks differ from those in the conventional store-and-forward packet
switched networks. Typically, the limited optical buffering capability makes the data loss be-
come the main performance issue in a switching node. The feature of switching on-the-fly poses
a timing requirement on the header processing and the switchconfiguration. Furthermore, the
traffic assembly procedure in the ingress edge node causes additional delay as well as jitter. The
altered traffic characteristics by the assembly also have animpact on the network performance.
These issues must be integrated into the solution to the E2E QoS provisioning.

This dissertation inspects the QoS model for the two most representative network architectures
of the photonic packet switching, i.e., the optical packet switching (OPS) and the optical burst
switching (OBS). These two architectures share a lot of similarities and can be treated equiva-
lently on many points in the QoS study. The focus is placed on the performance and mechanisms
in an edge node in the provisioning of an E2E QoS.

1.2 Organization of the Dissertation

In the remainder of the dissertation, an overview on the OPS/OBS network architectures and
QoS models is given in Chapter 2. Firstly, the functionality and realization technologies of the
core switching node are introduced with respect to the OPS and OBS, respectively, aiming to
show the common features and major diversities in between. Then, the issues on the channel
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management, contention resolution and scheduling in the switch are discussed, which are di-
rectly related to the link-layer network performance. Finally, the QoS mechanisms in individual
switching nodes are introduced and the solutions for the E2Eguarantee of the loss performance
are presented.

In Chapter 3, the edge node of OPS/OBS networks is closely looked at. The interrelation be-
tween an edge node and a core switching node is illustrated. Bymeans of an ingress edge node,
the traffic assembly is introduced in detail and the relevantwork in the traffic scheduling is
briefly surveyed. On this basis, the significance of the edge node on the E2E network perfor-
mance is outlined and the admission problem for services with guaranteed QoS is posed. This
motivates the contributions of this dissertation.

For effective admission control, an efficient performance model is essential to estimate the
realizable QoS for service requests beforehand. Valid traffic characterization and appropriate
analytical methods are of special importance for the performance analysis. In Chapter 4, the
traffic characterization in IP backbone networks is reviewed. It is highlighted that the IP traffic
exhibits different characteristics on multiple time scales, which must be taken into consideration
in selecting the traffic model and analytical method. The M/Pareto model is introduced to
synthesize the client traffic in the ingress edge node. Available analytical methods that are able
to deal with the time-scale-dependent traffic characteristics are presented, which are classified
into two categories: the time scale decomposition approachand the integrated analysis. They
all have their own disadvantages and are difficult to be applied for the QoS analysis in the
OPS/OBS edge node directly.

By a combined application of the principles of the time scale decomposition and the integrated
analysis, a new approach is proposed in Chapter 5 to tackle thetraffic having complex charac-
teristics on multiple time scales. It shows that this methodis straightforward to be used and
provides a closed-form solution to the queueing performance at a low computational overhead.
Its validity and accuracy are further demonstrated by an example study.

In Chapter 6, in-depth performance analysis is carried out for the OPS/OBS edge node, on
the basis of which an admission control procedure is constructed. Since the traffic assembly has
important impacts on the performance in the core network, the quantitative relationship between
the assembly parameters and the resulting traffic assembly degree is derived. The assembled
traffic is characterized and the performance of the transmission queue is accordingly analyzed
by the method introduced in Chapter 5. This further allows forthe evaluation of the total delay
in the edge node with respect to the node throughput. Summarizing the analytical results, an
admission control algorithm is designed and its practical application for E2E service guarantee
is discussed.

In Chapter 7, this dissertation is summarized and a prospect of future work is provided.
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2 Network Architectures and QoS
Provisioning

QoS provisioning in communication networks has been studied for a long time, typically with
respect to public switched telephone networks (PSTN), asynchronous transfer mode (ATM)
and IP-based networks. Basic QoS mechanisms for service differentiation, admission control,
traffic shaping, policing and scheduling etc. have an extensive applicability in different types
of networks. On the other hand, the design of an efficient and robust QoS architecture depends
very much on the specific network architecture. Special features in the implementation of the
optical packet switching (OPS) and the optical burst switching (OBS) lead to new problems in
the channel allocation, contention resolution and scheduling, which are closely related to the
QoS provisioning. In this chapter, the general OPS/OBS network architectures are introduced
and the respective QoS models are surveyed.

In Section 2.1, the fundamental features and design issues of OPS/OBS networks are presented
to outline the differences and similarities between these two architectures. Section 2.2 discusses
the problems in channel management due to the on-the-fly switching pattern in OPS/OBS net-
works. In Section 2.3, fundamental contention resolution schemes are introduced. On the
basis of channel reservation and contention resolution, comprehensive scheduling of optical
packets/bursts is one of the key issues in the switch design.This is treated in Section 2.4. Sec-
tion 2.5 reviews and classifies the QoS provisioning mechanisms and architectures proposed for
OPS/OBS networks in literature.

2.1 Network Architectures

As the two most representative network architectures basedon the photonic packet switching,
the OPS and OBS share a lot of similarities. In literature, a uniform definition that clearly
differentiates these two architectures is not available yet. In this thesis, the definition in [Gau06]
is adopted. The OPS stands for the architectures applying in-band signaling. The OBS, on the
contrary, uses out-of-band signaling and hence enables more feasible implementations.
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2.1.1 Optical Packet Switching

In this section, the basic system model for an OPS switch is presented first to illustrate the
switching concept of the OPS. Then, specific functionalities and their realization technologies
are briefly introduced.

2.1.1.1 Overview

Optical packet is the elementary frame structure transmitted in OPS networks. Each packet is
composed of a packet header and a payload part. The packet header contains the control infor-
mation, like source and destination address or label, packet length, sequence number, time to
live, packet type etc.. The payload part carries the data. The notion of in-band signaling means
that the packet header and payload are always transmitted together on the same wavelength
channel in OPS networks.

As illustrated in Fig. 2.1, an OPS switch can be divided into four parts: an array of input ports,
a switch control unit (SCU), an optical switch fabric and an array of output ports. At the input
ports, the wavelength-division-multiplexed (WDM) opticalsignals are split into multiple wave-
lengths by an optical demultiplexer. By tapping on the wavelength channel, the packet header is
read from the optical channel and processed either electronically or optically by the SCU. After
decoding the header information, the SCU carries out the table lookup and routing/switching
decision, and configures the optical switch fabric to forward the optical packet to the destined
output port. To compensate the latency in the header processing, the optical packet is delayed
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by a fiber delay line (FDL) before entering the switch fabric.The data switching remains in
the optical domain so that the optical transparency is achieved on the data path. At the output
port, a new packet header is reinserted in front of the payload part. This is necessary because in
general the header information should be updated (e.g., thefield of time to live, label swap) at
each switching hop [BPS94].

2.1.1.2 Multiplexing of Header and Payload

While multiplexing and demultiplexing of wavelengths are mostly realized by the arrayed wave-
guide grating (AWG) [Kau02, RS02], there are different ways tocombine the packet header
and payload on individual wavelengths. In the time domain, this is implemented by letting
the packet header lead the payload. Since the switching elements in OPS networks treat the
header and payload as separate segments, a guard time must beinserted in between to assure
the signal integrity. Alternatively, solutions in the frequency domain take advantage of the sub-
carrier multiplexing (SCM) technology to send packet headers on a subcarrier of the wavelength
[BPS94, EBS02] concurrently with the payload transmission onthe wavelength channel.

2.1.1.3 Realization of SCU and Switch Fabric

As indicated in Section 2.1.1.1, the SCU can be realized either in the optical domain or in
the electronic domain. An optical SCU promises a very fast processing speed, e.g., 10 G
packet per second (pps) [KWS00], and is supposed to be the finalsolution to the full opti-
cal transparency in an optical packet switch. A representative method is to utilize the op-
tical code division multiplexing (OCDMA) technology to realize the address/label matching
and switch control [KWS00, RS02, KM03]. However, since the keytechnologies for op-
tical buffering and signal processing are still in the infancy, the optical SCU is impractical
in the foreseeable future. Alternatively, an electronic SCUserves as a more feasible solu-
tion that has led to inspiring achievements in the development of testbeds and demonstrations
[GRG+98a, GRG+98b, HA00, DDC+03]. This approach requires the optical-to-electrical-to-
optical (OEO) conversion of packet headers and the processing speed is around the magnitude of
106 pps. Nevertheless, by using large packet sizes, a high switching throughput can be achieved.
Traffic assembly is hence necessary in ingress edge nodes to aggregate the client traffic of small
data units into large optical packets [OSHT01]. As a by-product, the traffic assembly re-shapes
the ingress traffic and can improve the loss performance in core switches [YXM+02].

Depending on the realization of the SCU, the switch fabric canbe optically or electronically
controlled. The structures and technologies applied in theoptical switch fabric are broad and
specialized topics. An overview on these can be obtained in [BPS94, RS02].

2.1.1.4 Header Update

The update of the packet header information is generally done by removing the old header
and inserting a new header [Blu01, BBWP03]. In case the header is multiplexed by the SCM,
the old header is dropped by filtering out the accommodating subcarrier with the application
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of frequency selective components, e.g., semiconductor optical amplifier (SOA) exploiting the
cross gain modulation (XGM). If the header is temporally multiplexed with the payload on
the wavelength, the old header can be blocked out by the timely control of the SOA gate in
the switch fabric. Furthermore, if the non-return-to-zero(NRZ) channel code is used for the
header, nonlinear fiber cross phase modulation (XPM) wavelength converter can be exploited
to suppress the header.

Alternatively, packet headers can be updated without the erasing/inserting procedure. In
[FKW+01], an architecture was proposed to generate a new header bythe optical exclusive-
or (XOR) operation on the old header and a mask sequence.

2.1.1.5 Synchronous and Asynchronous Operation Mode

A further degree of freedom in the switch design is the synchronous/asynchronous operation
mode. In a synchronous node, the switch fabric is configured in constant time intervals so
that the traffic scheduling and resource allocation can be efficiently carried out on the basis
of constant time slot. Packet size in synchronous OPS can be fixed or variable [GRG+98a,
OSHT01]. Anyway, the size is specified such that the packet transmission duration including the
necessary guard time fits into an integer multiple of the timeslot. If necessary, padding should
be appended to packets. Optical packets arriving from various input ports are synchronously
forwarded through the switch fabric.

In a public transport network, the length of a fiber link is generally not aligned to an integer
multiple of the packet transmission duration and the propagation delay is variable due to tem-
perature variation and chromatic dispersion [GRG+98b, EBS02]. Additionally, jitter occurs
within the switching node when packets are forwarded to output ports through different inter-
nal paths. For these reasons, incoming packets from different links arrive asynchronously at
the switching node. Packet synchronization is necessary toalign the timing of packet delivery
according to the local reference time.

A coarse synchronization is realized by a multi-stage switchable FDL array. Each stage of
the array is composed of parallel FDLs of different lengths.By switching a packet through a
specific path in the array that concatenates a series of FDLs of various lengths, an appropriate
delay can be introduced to synchronize the packet to the desired time alignment. Furthermore, a
fine tuning of the delay is possible by exploiting the wavelength dependent propagation delay in
a highly dispersive fiber. Different delays are obtainable by converting the packet onto different
wavelengths. In [KWS00, RS02], these two approaches are jointly applied in a switching node.
Of course, the resolution of the introduced delay by both means is always limited and should
be controlled such that the resulting misalignment is able to be compensated by the inter-packet
guard time.

Optical packet synchronization is still an expensive technology. Besides, the active switching
elements of synchronization devices bring undesirable signal degradations. These problems are
avoided in the asynchronous OPS. Furthermore, the asynchronous operation mode allows the
variable sizes of optical packets so that padding is not necessary to transport the client data
units of variable sizes. However, the flexibility of asynchronous switching leads to additional
complexities in packet scheduling and resource allocationin the SCU.
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2.1.2 Optical Burst Switching

OBS was originally proposed [QY99, Tur99] as an intermediatesolution to full optical packet
switching. Out-of-band signaling, electronic SCU and asynchronous operation mode are key
features that alleviate the implementation hardness of thesystem. Correspondingly, traffic as-
sembly becomes essential in OBS networks. An additional means is possible for the compensa-
tion of the header processing time in the SCU. The flexibility in the basic OBS model has given
rise to a series of variations of the OBS network architecture.

2.1.2.1 Overview

In Fig. 2.2, an OBS node is illustrated. In contrast to the OPS node, on each link headers of data
frames are transmitted through control wavelength channels separated from the data channels,
i.e., out-of-band signaling. The control channels are terminated in each switch by O/E devices.
Control information contained in headers is then decoded in the electronic SCU. Especially,
due to the out-of-band signaling, the data structure of the header includes additionally a wave-
length identifier to signal the SCU on which data channel the corresponding data frame is to
arrive. Note that the wavelength ID results from the channelallocation for this data frame at the
preceding hop. Routing/switching decision and resource allocation/reservation are performed
by the SCU according to the decoded control information from the headers. An optical switch
fabric is deployed to support transparent optical switching on the data path. OBS only considers
asynchronous switching so that the complex optical synchronization procedure is not required.
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At the output ports, updated headers are prepared by the SCU and sent to the next hop after E/O
conversion. Since headers are received and sent on separatecontrol wavelengths, the realization
of header update in the switch is much simplified in comparison to that in OPS networks.

2.1.2.2 Traffic Assembly

To alleviate the requirement on the processing speed of the SCU, traffic assembly is mandatory
in OBS edge nodes. For this reason, the optical data frame in OBSnetworks is calledburst to
highlight the fact that each frame contains a cluster of packets/frames from client networks. For
each burst, a burst header packet (BHP) is generated in the edge node and transmitted parallel
to the data burst on a control channel to signal the SCUs on the path through the core network.
By choosing an appropriate burst size, the BHP rate is limited,so is the processing overhead in
SCUs.

2.1.2.3 Compensation Delay

In order to compensate the latency of BHP processing in the SCU,a BHP must reach the SCU
of a switch in advance before the corresponding burst is delivered to the switch fabric. Here, the
interval between the BHP arrival and the burst arrival is referred to ascompensation delay. Since
the BHP latency is composed of a variable queueing delay and a relatively constant processing
time, the compensation delay should be large enough to coverthe range of latency as much as
possible. Otherwise, a burst is blocked if it arrives at the switch fabric before its BHP has been
processed and the switch fabric has been configured to forward it. The compensation delay can
be generated either by deferring the burst transmission by an offset time [QY99, QY00] in the
ingress edge node or by inserting FDLs in the data channels upon the inputs (cf. Fig. 2.2) of the
switch fabric [Tur99, XVC00].

2.1.2.3.1 Offset-Time Approach

As illustrated in Fig. 2.3, after the BHP is sent, the burst transmission is postponed by an offset
time in the ingress edge node. The value of the offset time is predefined and carried by the BHP.
Hence, the SCU at the next hop can derive the expected arrival time of the optical burst so as
to schedule the configuration of the switch fabric correspondingly. This is sometimes referred
to asadvance reservationin literature. At thei-th hop, the BHP experiences a transit delay of
∆i in the electronic SCU, while the optical burst is relayed transparently. As a result, the offset
time between the BHP and the burst is decreased by∆i after traversing the switching node. So,
the offset time field in the BHP must be updated at each hop. The dashed line from the last
hop to the egress node represents an optional signaling in the implementation. Because the
BHP should temporally lead the burst throughout the core network, the initial offset time set by
the edge node should at least cover the sum of the BHP transit times at all intermediate hops
between the ingress edge node and the egress edge node.

Source routing strategy was proposed to enable the determination of the number of hops be-
forehand. Alternatively, the offset time can be fixed according to a predefined maximal hops of
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Figure 2.3: Offset time in an OBS network

routing through the network. This allows for more flexibility in the per-hop routing/switching
strategy. However, it leads to unnecessary delay of bursts in case there are a smaller number of
hops on the actual data path.

2.1.2.3.2 Per-Hop Compensation Delay by FDL

This approach is similar to that applied in OPS networks (cf.Fig. 2.1). The length of the FDL
is decided according to the maximal single hop BHP latency. Incomparison to the offset time
based approach, this scheme neither imposes restrictions on the routing decision nor brings
unnecessary delay by overestimating the hop distance. However, there are extra costs for the
FDLs.

2.1.2.4 Variations in Signaling Architecture

On the basis of the original OBS architecture, there are various extensions and revisions pro-
posed in literature. In the following, two variations in thesignaling architecture are introduced.

2.1.2.4.1 Pipeline E2E Reservation

Ignoring the queueing delay, the latency of BHP processing inan SCU is mainly com-
posed of two parts: the time for routing/switching decisionand the time for channel alloca-
tion/reservation on the output link. As will be shown later,the channel allocation is a time-
consuming procedure if a high channel utilization is required. The rationale of the pipeline
reservation is to parallel the channel allocation procedures hop by hop in order to reduce the
offset time [PCM+05, BS06].
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Figure 2.4: Signaling for pipeline reservation

The signaling process of this scheme is illustrated in Fig. 2.4. Here, each BHP is forwarded to
the next hop without waiting for the completion of the channel allocation for the burst. With-
out loss of generality, it is assumed that the source routingstrategy is applied so that rout-
ing/switching decision takes very little time. Thus, the per-hop BHP latency is negligible. After
a processing latency of∆i, the output channel is allocated. Then, the current switching node
sends another message to inform the next hop about the wavelength ID on which the burst
will be transmitted. Note that the incoming wavelength ID isessential to configure the switch
fabric, but it is not necessary for the channel allocation onthe outgoing link in a strict-sense non-
blocking switch [RS02, Küh06a]. In this way, the channel allocation procedures are pipelined
in the switching nodes along the path. The shortest offset time that should be configured in the
ingress node amounts to the maximum of∆i . It is much less than that in the original architecture
(cf. Fig. 2.3).

However, additional signaling overhead is required to support the pipeline reservation. If the
channel reservation for a burst fails at an intermediate hop, channel reservations in all down-
stream nodes lead to a waste of bandwidth. To solve this problem, it was proposed in [PCM+05]
that a fast admission test is performed upon receiving a BHP topredict whether the channel re-
quest can be accepted or not. A BHP is relayed to the next hop only if the channel request
passes the admission test.

2.1.2.4.2 Two-Way Reservation

In the original OBS proposal, the data burst is sent after the BHP from the ingress edge node
irrespective whether the BHP succeeds in reserving the resources in core switching nodes or not.
This is calledone-way reservationand fits the connectionless packet-switching paradigm.Two-
way reservationschemes were proposed later for a better support of assured services [DB02,
ZWZ+04, HXL+05]. With this kind of schemes, reservation acknowledgement is fed back to
the ingress edge node and the burst is sent only when the resource on the edge-to-edge path
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is successfully reserved. In essence, this concept is very close to connection oriented circuit
switching and is not treated in this dissertation.

2.1.3 Object Networks and Notations

Since the realization of optical SCUs is still a far goal considering state-of-the-art technologies,
the attention in this thesis will be confined to the opto-electronic solution of the OPS as well as
the OBS. In the rest of the thesis, OPS networks will solely refer to those with opaque SCUs
in switching nodes. Because the electronic SCU suffers from the physical limitation in the
processing speed, traffic assembly in the ingress edge node is essential in reducing the header
processing overhead in the core network. In the OPS/OBS network architectures inspected in
this thesis, it is presumed that the client traffic is assembled in the ingress edge node to generate
optical packets or optical bursts. For brevity, the opticalpacket in OPS networks and the optical
burst in OBS networks will be uniformly referred to as thedata frameor optical frame, unless
explicitly stated otherwise. The data unit of client trafficis uniformly calledpacket, no matter
whether it is IP packet, Ethernet frame or other specific dataformats of client networks.

2.2 Channel Management

In an OPS/OBS node, channel collision arises when more than one data frame are to be for-
warded to the same wavelength of an output port in the overlapping time periods. To assure
the successful switching, the SCU tries to reserve the outputchannel for each data frame upon
the header processing. In general, the window size to be reserved is set according to the trans-
mission duration of the data frame. In the synchronous OPS node, this corresponds to the
reservation of a fixed or variable number of contiguous time slots on the destined wavelength
channel. In the asynchronous OPS/OBS node, a variable time duration has to be reserved on
the channel. For OBS networks, this is specially known as thejust-enough-time(JET) scheme
[YQ97].

An important issue in the channel reservation is the handling of the channel voids. A void
occurs when an optical frame is delayed through an FDL to resolve the collision, as illustrated
in Fig. 2.5(a) for the asynchronous switching. The similar case holds for the synchronous
OPS with variable packet sizes, only with the difference that the resulting void is in the unit
of time slot because the FDL delay in the synchronous node is generally set to a multiple
of time slots. In OBS networks, further voids can result from the channel reservation by the
BHP when variable offset time is introduced between the BHP andoptical burst, as shown in
Fig. 2.5(b). In the case of Fig. 2.5(a), the void between the existing reservation (black box)
and the new reservation (white box) can be still usable for other data frame, the transmission
of which happens to fall into the void duration. Similarly, in the case of Fig. 2.5(b) if another
BHP comes later but the offset time of the correspondent burstis short enough so that the burst
arrival and duration fit the void, the void is also potentially usable.

With simple reservation schemes, e.g.,Horizon[Tur99] andlatest available unscheduled chan-
nel (LAUC) [XVC99], the channel allocation is uniquely characterized by the horizon defined
as the latest time instant up to which the wavelength is reserved. The reservation module of the
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Figure 2.5: Occurrence of channel voids

SCU memorizes the horizon of each channel and only the period beyond the horizon is available
for new reservations. This approach simplifies the implementation, but the channel voids can-
not be exploited. Significant performance gain is achieved by the advanced schemes supporting
void filling [TYC+00, XVC00]. For this purpose, it is necessary to keep track of the start and
end of each reservation window, or alternatively the start and end of each void. Additional com-
plexities in the data structure and search algorithm are to be dealt with [JG03b, Jun04, Jun05].

2.3 Contention Resolution

Without the relay of wavelength converters, optical switching can be performed only on the
same wavelength between the input and output link, which is known as the wavelength con-
tinuity constraint. Popular optical switch architectures(e.g., broadcast-and-select [GRG+98a]
or tune-and-select [FPS02]) exclude the internal blockingbetween the input and output chan-
nels of the same wavelength. Therefore, for an optical framearriving on the wavelengthλ, the
contention arises only when the wavelength channelλ on the destined output link is already
occupied.

Channel contention in OPS/OBS networks can be resolved in the wavelength domain, time do-
main and space domain [Gau03, AAB+07], respectively. To achieve an acceptable performance
in a practical network, different schemes are generally combined to resolve the contention in
multiple domains. If it fails, the optical frame is blocked and lost.

2.3.1 Wavelength Domain

By using the tunable wavelength converter (TWC) the optical frame can be switched onto an-
other wavelength of the output link that is free during the requested time window. This is
equivalent to the sharing of multiple channels in a trunk/bundle [AK93, Küh06c] and leads
to a significant performance improvement even in case of detrimental traffic pattern like the
self-similar traffic [TYC+00, DGSB01, GDSB01].

Ideally, a strict non-blocking switch can be realized by thefull wavelength conversion scheme
[FPS02, RT02], wherein each incoming (outgoing) wavelength channel is equipped with a TWC
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that supports the conversion to (from) any other wavelengths used by the fiber link, i.e., full-
range wavelength converter (FRWC). However, this scheme becomes very expensive when the
number of wavelengths grows. More practical solutions applying limited number of TWCs
shared per link or per node were proposed in [EL00, ELP03, MZA05]. Reduction of the expense
can be also achieved by the use of the limited-range wavelength converter (LRWC) [YLES96,
ELS05, PP06, RZVZ06].

2.3.2 Time Domain

Buffering is a traditional means to resolve the channel competition in the data transmission.
However, quite different from the electronic buffer, an FDLprovides only a fixed delay corre-
sponding to the FDL length. Larger delay can be realized by a cascade of multiple elementary
FDLs or by feeding the data to traverse an FDL for several times in a feedback buffer architec-
ture. This leads to a coarse delay granularity that equals tothe elementary FDL latency. Voids
can be generated in the contention resolution by FDL buffering as shown in Section 2.2.

Channel voids are in principle detrimental for the network performance, because the void can-
not always be exploited (e.g., the incoming frame size is larger than the void) even if the channel
reservation supports void filling. A large FDL delay granularity on the one hand increases the
void size so that the potential of the performance degradation due to the channel segmentation
is high. On the other hand, the large FDL length enables largedelay of data so that it is more
likely that the channel is free for the data frame after beingdelayed. The FDL buffer should be
elaborately dimensioned with respect to the delay granularity and the buffering depth, taking
the influence of the frame size statistic and the load situation into consideration. The funda-
mental performance features of FDL buffer have been thoroughly studied in [LB03, FLB05]
for synchronous buffering and in [Cal00, APW05, RLFB05] for asynchronous buffering, with
respect to dedicated output buffer per link.

Since FDL buffers occupy additional ports of the switch fabric, the number of FDL buffers
should be constrained in order not to expand the switch dimension too much. Differ-
ent buffer architectures were proposed that deploy FDL buffer pools shared by all links
[HCA98, CZC+04, ZLJ05]. Depending on whether the optical data can be fed back to recircu-
late a buffer stage or not, the buffer architectures are classified into feed-back and feed-forward
architectures [CHA+01, Gau02].

2.3.3 Space Domain

Contention in the switch can be solved in the space domain by forwarding the blocked data
frame to another output link that is free for the transmission. This is known as the deflection
routing [CTT99, CCF01, WMA02, BBPV03]. Since the deviation route is mostly longer (in the
number of intermediate hops) than the original route, the deflection routing increases the total
network load. In a low load situation, deflection routing cansignificantly reduce the blocking
probability, typically for network topologies with high degrees of connectivity like meshed
networks. In high load situations, its effectiveness diminishes. With static deflection policies
(e.g., shortest path in choosing the deviation route) the overall network performance can even
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degrade at high network loads, because the deflection routing results in a positive feedback in
driving the network to more severe congestion [BFB93].

To avoid the aforementioned disadvantage, at high system loads the deflection routing can be
disabled in the local node by monitoring the traffic intensity [CWXQ03]. By disseminating the
local performance statistics through the routing protocol, adaptive deflection policies [LSKS05,
OT05] estimate the contention likelihood in the downstreamnodes and select an alternate route
with the least blocking probability. These schemes take full advantage of the imbalanced load
situation in the network to resolve the local contention.

2.4 Scheduling for Efficient Resource Allocation

Scheduling in OPS/OBS node is concerned with the allocation of outgoing channels for optical
data frames. It is a comprehensive problem involving both channel management and contention
resolution introduced in previous sections. In this section, scheduling schemes for efficient
resource allocation are introduced. Another important application area of the scheduling, i.e.,
service differentiation and QoS guarantee, will be discussed in Section 2.5.

According to the degree of freedom in a scheduling problem, it can be classified into any of the
following categories.

Channel Scheduling: channel selection for a specific data frame. In case of contention, wave-
length conversion, FDL buffering and deflection routing shall be taken into consideration
in the channel selection.

Header Scheduling: determination of the service order for multiple frame headers in the SCU.
The focus of header scheduling is to sort the channel requests according to some criterion.
How the channel is decided for an individual request is not anissue here. For that, a
channel scheduling scheme can be used.

Comprehensive Scheduling:scheduling multiple channel requests to multiple channels. Due
to the additional degree of freedom, comprehensive scheduling is more complicated than
channel scheduling and header scheduling.

The respective applications of scheduling schemes in asynchronous OPS/OBS nodes and syn-
chronous OPS nodes are outlined in Table 2.1. Following thisstructure, various scheduling
schemes are surveyed in the following subsections.

2.4.1 Scheduling in Asynchronous Nodes

2.4.1.1 Channel Scheduling

In asynchronous OPS/OBS nodes, frame arrivals follow a pointprocess. So, the channel request
can be sequentially processed i.e., in thefirst-in, first-out(FIFO) order. Furthermore, the com-
bination of resolution schemes in different domains facilitates multiple solutions to the channel
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Table 2.1: Classification of scheduling schemes for OPS/OBS networks

Asynchronous OPS/OBS Synchronous OPS

optimization schemes to
minimize the delay and void used for fixed frame length,
(LAUC/-VFand variations) selection of FDLsChannel Scheduling

in case ofheuristic schemes
contention resolution(First-Fit, Round-Robin, etc.)

BHP sorted in the SCU to
emulate FCFS for OBS burstsHeader Scheduling QoS differentiation §2.5.2.2.1
QoS differentiation §2.5.2.2.1

JISP problem and variations used for variable frame length,
Comprehensive Schedulingwith intentional delay optimization problem as

of data frames a variation of JISP

allocation for an individual request. Channel scheduling isthe typical form of scheduling in an
asynchronous OPS/OBS node.

The resource allocation for each request is performed purely according to the arrival time and
the data length as well as the current resource occupancy, irrespective of other unscheduled
data frames. If an allocation is successful, probably resorting to the contention resolution,
all the necessary resources including the output channel, wavelength converter and FDL are
immediately reserved and the data is assured for switching.Otherwise, the frame is dropped
without further consideration.

Depending on whether the channel selection algorithm carries out traversal search for some
optimal criterion, channel scheduling schemes are furtherclassified into optimization schemes
and heuristic schemes.

2.4.1.1.1 Optimization Schemes

Wavelength conversion and FDL buffering are jointly applied in many node architectures for
contention resolution. In this case, the channel scheduling is a two-dimensional problem that
has to determine which wavelength channel and which time segment on this channel should be
reserved.

With non-void-filling scheduling like Horizon [Tur99] and LAUC [XVC99], the new reserva-
tion can be only scheduled after the horizon time on each channel. The algorithm selects the
wavelength that can accommodate the new reservation after the least delay of the data frame
through the FDL. When multiple choices are available, the channel has the latest horizon, i.e.,
the latest unscheduled channel is reserved so that the newlygenerated void is minimal, as illus-
trated in Fig. 2.6(a).
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Figure 2.6: Arbitration rules in LAUC/-VF and the variations

A representative void-filling scheduling algorithm [TYC+00, XVC00] is thelatest-available-
unused-channel with void filling(LAUC-VF) scheme. In this scheme, the channel voids are
also candidates for the channel allocation. The algorithm first tries to place the new reservation
on a wavelength while minimizing the delay of FDL buffering.In case more than one void are
found on different wavelengths, they are further arbitrated by minimizing the newly generated
void leading the new reservation (cf. Fig. 2.6(b)). Alternatively, the new void following the
new reservation (cf. Fig. 2.6(c)) can be minimized, as a variation [ISNS02] of LAUC-VF. In
further elaborations [ISNS02], a void is more preferred forthe reservation than an unscheduled
channel under the condition that the necessary FDL delay is the same. An example for this is
shown in Fig. 2.6(d). To tackle the high computational complexity, fast algorithms based on
computational geometry were proposed in [XQLX04] to emulate the LAUC-VF scheduling.

2.4.1.1.2 Heuristic Schemes

In contrast to those optimization schemes, heuristic algorithms like first-fit and round-robin
[XVC00, CC01] aim at a fast determination of the channel allocation without traversal search
for the optimum. First-fit with void-filling algorithm, for example, simply adopts the first lo-
cated void or unscheduled channel that is suitable for the reservation. Here, there is the degree
of freedom in the design of the hunting mode [Gau06], i.e., the order in which the resource
is searched for the allocation. An FDL-preferred algorithmfocuses on one wavelength and
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exhaustively try the available FDLs of different lengths toschedule the data frame onto this
wavelength, before another wavelength is scanned. On the contrary, a converter-preferred algo-
rithm tries to schedule the frame on any of the wavelength channels with a fixed FDL delay. If
it fails, then a larger FDL delay is taken and the wavelengthsare checked again in a round-robin
order. The converter-preferred algorithm results in smaller delay but higher demand on the
number of TWCs in comparison to the FDL-preferred algorithm. The design decision should
be made according to the number of shared TWCs and FDLs in the switching node [Gau04].

Deflection routing is mostly used as a supplementary approach to the wavelength conversion and
FDL buffering in the contention resolution. With full wavelength conversion, the performance
evaluation showed that wavelength conversion should be tried first [Gau04]. Only if it fails,
FDL buffering and deflection routing are used. A hunting modepreferring the deflection routing
can bring more performance gain than the one preferring FDL buffering at light network loads.
However, the situation is inverted at the medium and high loads [GKS04, AAB+07].

2.4.1.2 Header Scheduling

In OBS networks applying variable offset time in the burst transmission, the BHP arrival se-
quence in a switch can differ from the burst arrival sequence. Request processing according to
the BHP arrival sequence can cause a low channel utilization in the channel allocation. This
problem is mitigated by intentionally buffering and resorting the BHPs in the SCU according to
the burst arrival time [LQXX04, PCM+05]. In this way, the channel reservation is performed
in afirst-come, first-served(FCFS) manner with respect to the actual burst arrival time.

2.4.1.3 Comprehensive Scheduling

In the channel scheduling, the resources are allocated onlywith respect to each individual re-
quest. So, the result can be suboptimal for a cluster of requests arriving within a specific
time window. Header scheduling does not change this either.Comprehensive scheduling
aims to achieve the optimal allocation scheme by considering a series of channel requests. In
[KA05, CEBSC06], the handling of the requests in an SCU is dividedinto two phases: requests
collection and scheduling. In the collection phase, the incoming requests are buffered and de-
coded. In the scheduling phase, scheduling algorithms are carried out for an optimal allocation
scheme taking into consideration of all the collected requests. The optimization is known as
joint interval selection problem (JISP) [COR01], the solution of which is, however, generally
too complex for on-line applications. Correspondingly, heuristic algorithms [KA05, CEBSC06]
were developed to reduce the computational complexity while retaining the advantage of the
joint scheduling of a cluster of requests.

2.4.2 Scheduling in Synchronous Nodes

In the synchronous OPS node, there can be multiple frame arrivals in each time slot from the in-
put ports to the same output link. In principle, comprehensive scheduling problem is concerned
here.
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2.4.2.1 Fixed Frame Size

In case the frame duration is fixed and equal to the time slot, the system does not suffer from the
channel segmentation due to the voids. With full wavelengthconversion, the channel allocation
is trivial. For a channel request, an arbitrary free wavelength in the channel groups can be
selected. Vice versa, for a free channel it does not matter which data frame in the request list
is to be assigned. Due to this fact, the problem degrades to the channel scheduling. The issue
of scheduling lies mainly in the determination of FDL delaysto be used in case all wavelengths
are allocated and a data frame has to be delayed for contention resolution. Here, different
schemes are possible depending on the FDL architectures [CCC+04]. While simple algorithms
just choose an available FDL providing the minimal delay, complexer algorithms also take
into account the states of the FDLs, i.e., the buffered data in the FDLs. An FDL is chosen to
minimize further collisions in the channel access after thedata frame is delayed.

2.4.2.2 Variable Frame Size

If variable frame sizes are used, wavelength/FDL allocation for all instantaneously arriving
frames becomes a complex optimization problem similar to the case in asynchronous switching
nodes. The problem is difficult to be solved with on-line algorithms. For this reason, heuristic
algorithms were proposed to achieve a fast computation witha compromised network perfor-
mance [CCC+04].

2.5 QoS Provisioning

Theories and models for QoS provisioning have been intensively developed in last decades
[FBTZ02]. A general overview on this area is provided by classifications of QoS models ac-
cording to different criteria. Then, schemes for QoS differentiation in a single OPS/OBS node
are introduced. On this basis, the architectures for absolute E2E QoS provisioning are discussed.

2.5.1 General Issues

QoS problems in communication networks can be classified in different perspectives. Accord-
ing to the setting of QoS goals, it is distinguished between relative and absolute QoS, determin-
istic and statistical QoS, respectively. With respect to different degrees of fineness in the flow
differentiation,integrated service(IntServ) anddifferentiated service(DiffServ) architectures
were defined. In view of the system dimension, a problem can beformulated as single-node or
E2E QoS provisioning.

2.5.1.1 Relative QoS and Absolute QoS

The concept of relative QoS focuses on the realization of different levels of service qualities
between traffic flows. Here, the QoS requirements of a single flow are defined with reference
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to those of other flows. For example, as the QoS goal a ratio of the probability for delay bound
violation is to be retained [Bod04] between multiple flows. Such kind of QoS paradigms is
known as proportional QoS differentiation. In contrast to the relative QoS, absolute QoS cares
for the absolute QoS specification for the flow of interests, irrespective of the service quality of
other flows.

Scheduling disciplines play a central role in both relativeand absolute QoS provisioning. A
conserving law would be a very desirable feature for scheduling schemes, which means the
average performance with respect to all flows remains at the same level as if the scheduling
mechanism is not deployed. Some scheduling algorithms support only relative QoS. However,
supplemented with admission control and policing mechanisms for all flows, absolute QoS can
also be achieved. Some QoS mechanisms, e.g., channel partition, advanced scheduling schemes
like weighted fair queueing (WFQ), support service isolation. That is, they assure that the QoS
specification of a guaranteed flow is not violated no matter how the other flows behave. This
can be regarded as an extreme case of service differentiation that minimizes the performance
interaction between flows. As long as the traffic characteristic of the flow conforms to the
agreement, its absolute QoS specification is reliably fulfilled.

2.5.1.2 Deterministic QoS and Statistical QoS

In light of the strictness of QoS guarantee, it is distinguished between deterministic guarantee
and statistical guarantee. While deterministic QoS is specified in the form of hard bounds on
the performance (e.g., delay bound, free of loss), in statistical guarantee QoS requirements
are defined by means of performance statistics (e.g., mean delay, loss probability). To realize
deterministic performance bounds, the traffic flow is generally regulated at the ingress of the
network to conform to a constraint function. This is a function of time interval and defines
the maximal arriving traffic amount in the time interval. Theworst-case performance can be
estimated by deterministic queueing analysis with respectto the constraint function [Zha95,
EM97, Bou98, BT01]. In the statistical QoS paradigm, traffic ischaracterized by statistical
process1 (e.g., point process, fluid flow model) and conventional queueing analysis based on
the Markov theory [Kle75, RMV96] is applicable. Statisticalguarantee mostly promises much
better resource utilization than deterministic guarantee. However, it relies on an appropriate
modeling of traffic characteristics.

2.5.1.3 IntServ and DiffServ

In the Internet, IntServ and DiffServ are the two most important QoS architectures defined by
Internet Engineering Task Force (IETF). In IntServ [BCS94], individual E2E flows are identi-
fied and parameterized by QoS mechanisms in every switching nodes. This offers a fine gran-
ularity in the flow differentiation. However, it is not scalable for large networks. In DiffServ
[BBC+98], traffic flows are classified into several predefined service classes and the QoS mech-
anisms differentiate the QoS between the service classes instead of individual flows. Diverse

1 Statistical QoS can also be provided with respect to regulated traffic characterized by constraint function
[Kan06]. But it is not treated here.
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treatments among the service classes, so-called per-hop behavior (PHB) requirements, are spec-
ified. These requirements can be realized through various mechanisms, which are left open as
a degree of freedom in the implementation. If the absolute QoS is required on the basis of
DiffServ, it is necessary to map the QoS requirements of individual flows to those of the service
classes defined per hop.

2.5.1.4 Single-Node QoS and E2E QoS

Considering the system boundary, the QoS problem can be solved either for individual network
nodes or in an E2E view. Naturally, the E2E QoS is always realized on the basis of per hop
QoS guarantee through the path. In the formulation of the problem, it is necessary to deduce
QoS requirements at each hop from the overall E2E QoS specification, for example, the delay
budget allocation through the network.

Furthermore, per hop QoS mechanism relies on the traffic specification at the input of each
node. This sets forth the demand on characterization of the departure flow from each node. In
the deterministic QoS paradigm, the theory of network calculus [Bou98, BT01] was developed
to deal with this problem. Alternatively, per-hop shaping [SC00] was proposed to provide a
renewal flow specification at the input port. In the statistical QoS paradigm, accurate charac-
terization of departure traffic by stochastic process is generally difficult for individual flows.
A common practice is to apply the Poisson process as a conservative presumption to model
the traffic. Especially in the DiffServ architecture, this assumption is asymptotically true if the
traffic of each service class is aggregated from a large number of E2E flows.

2.5.2 QoS Differentiation in Single OPS/OBS Nodes

In OPS/OBS core nodes, the buffering capacity through FDLs isvery limited. So, the queueing
delay is not a performance issue. On the other hand, data lossis inevitable due to the nature of
switching “on-the-fly” of the optical frames. Frame loss probability becomes the major concern
in QoS provisioning, which falls in the statistical QoS paradigm. With respect to the scalability,
the concept of DiffServ is typically applied in the transport networks.

An overview on the QoS differentiation schemes in individual OPS/OBS nodes is given in
Fig. 2.7. While the solutions on the data path perform the admission and channel allocation
solely for the data frames, solutions on the signaling path achieve the performance differentia-
tion by handling the frame headers.

2.5.2.1 Solutions on the Data Path

2.5.2.1.1 Channel Partitioning

Basic QoS differentiation can be realized through bandwidthallocation between service classes.
The data path of an OPS/OBS node is in principle modeled by a loss system [YQ00, DGSB01,
YCQ02a] like conventional circuit switch. Correspondingly,channel partitioning was proposed
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Figure 2.7: Classification of QoS differentiation schemes

to realize bandwidth allocation in such a system. It serves as a fundamental differentiation
mechanism and is able to accommodate other schemes like intentional dropping, preemptive
channel allocation and multi-path routing (cf. Fig. 2.7).

In a rigorous channel partitioning, wavelengths on the output link are grouped into disjoint sets.
The wavelengths in each set serve a specific service class exclusively. This scheme provides
a hard service isolation, however, is mostly over-killing and leads to a low channel utilization.
In [ZVJC04], dynamic wavelength grouping(DWG) was proposed. In this scheme, the set of
wavelengths accessible for a service class is not fixed. Instead, it only specifies for a service
classi the maximal number of wavelengthsmmax,i that can be held at one time. The sum
of mmax,i for all i can be greater than the total number of wavelengths of the link mlink to
allow a certain degree of bandwidth sharing. Especially, a high priority class is assigned with a
relatively largemmax,i. If an optical data frame arrives and finds its correspondingservice class
has occupied as many wavelengths asmmax,i, there are two options to be taken.

1. A wavelength is reserved for the request if there are free channels. Otherwise, the data
frame is dropped.

2. The data frame is dropped no matter whether there are free wavelengths on the output
link or not.

Scheme 1) is a natural choice [UOS04] for synchronous OPS with constant frame size. Other-
wise, the free bandwidth is simply wasted. For variable frame size or asynchronous operation,
scheme 2) is preferable [ZVJC04] if the service differentiation is emphasized. In other words,
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over-reservation is not allowed because this can block eligible data frames of other classes that
arrive later. However, this excludes the chance to exploit the free bandwidth more efficiently.

To tackle the above dilemma, adaptive schemes were proposed. In [ZVJC04], the algorithm
keeps track of the on-line measurement of loss rate for each class and judges accordingly for a
concerned frame arrival whether scheme 1) or scheme 2) should be applied. If the respective
loss rate is far below the specification, scheme 1) is chosen to allow a better resource utilization.
Otherwise, scheme 2) is taken to assure the service differentiation. In [UOS04], the authors
proposed to adaptively adjust the channel grouping parameters based on the measurement of
loss performance per class.

DWG was further generalized to a scheme calledwavelength sharing with minimum provi-
sioning and maximum occupancy(WS-MinMax) [YR06]. WS-MinMax retains the parameter
mmax,i and uses Scheme 2) to discard the data frame whenmmax,i is exceeded. In addition, it
specifies for each class a guaranteed number of wavelengthsmmin,i : mmin,i < mmax,i under the
condition∑i mmin,i < mlink. The idea is to assuremmin,i wavelengths for each class in any case
and allowmlink −∑i mmin,i wavelengths to be shared by all classes in a FCFS manner. Like
DWG, the algorithm here only counts the number of wavelengthsand does not fix the wave-
length groups. If a data frame of classi arrives and finds the number of wavelength occupied
by classi amounts tomi : mmin,i ≤ mi < mmax,i, it is eligible to reserve a free wavelength as
long as the wavelength numbermmin, j can still be guaranteed for any of the other classesj 6= i.
Mathematically expressed, a channel reservation is admitted for a newly arriving frame of class
i if and only if [YR06]:

mi < min{mmax,i,mlink −∑
j 6=i

max{mj ,mmin, j}} (2.1)

Eq. (2.1) shows that the admission procedure of a single dataframe involves the parameters
of all service classes. So, an appropriate parameter setting is crucial for the overall system
performance. In [YR06], a heuristic optimization algorithmwas proposed for the determination
of mmax,i andmmin,i with the object to minimize the loss probability of the best effort service
while holding the specification of loss performance for assured services.

2.5.2.1.2 Intentional Dropping

With intentional dropping, a data frame can be dropped even when there is no contention on the
output link.

Proportional lossscheme [CHT01] aims to realize proportional loss performance between dif-
ferent service classes. For this purpose, the traffic loss ofeach service class is measured in the
switch and a data frame can be intentionally discarded in order to retain the ratio of the loss
probability between the classes.

In assured horizon[Dol04], the system is switched to the congestion working mode as soon as
the number of occupied wavelengths on the output link reaches a predefined threshold. In the
congestion mode, all data frames of best effort service (e.g., non-conforming traffic classified
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by traffic regulator in the edge node) are actively dropped toavoid channel competition against
assured services.

Early dropping[ZVJC04] uses the similar concept as random early detection (RED) mecha-
nism. The arriving data frames of low priority classes can beintentionally dropped to increase
the chance of successful channel reservation for high priority classes. The intentional dropping
is done randomly with a probability assigned to each serviceclass. The value of the dropping
probability is dynamically adjusted by comparing the measured loss performance for the classes
of higher priority with the predefined threshold levels.

2.5.2.1.3 Preemptive Channel Allocation

The preemptive reservation allows a newly arriving data frame to preempt another data frame
being transmitted on the output channel or an existing reservation on that channel. There are
various preemptive schemes.

In virtual channel reservation(VCR) [GTJL05], preemptive reservation is deployed on the basis
of a variation of DWG. Here, the over-reservation (scheme 1 inSection 2.5.2.1.1) is allowed as
long as free output channels are available. As a compromise,the channel reservations marked as
over-reserved are subject to preemption by eligible framescoming later. Especially, a signaling
protocol was designed for OBS networks. When a burst reservation on the output channel is
preempted, a signaling message is sent to inform the downstream switching nodes to cancel the
reservation of the preempted burst, so as to increase the channel utilization.

In adaptive preemptionscheme [OS05], a preemptive drop policy was proposed as a self-
contained differentiation mechanism. With a certain probability, an arriving frame of a high
priority class can preempt an existing reservation or transmission of the low priority class. The
preemption probability is dynamically tuned according to the measured loss performance of the
high priority class in order to keep the loss under the agreedlevel.

2.5.2.1.4 Frame Segmentation

Commonly, when the transmission of a data frame is interrupted, the frame is regarded as lost
due to the destruction of the information integrity. For thesame reason, if the channel reser-
vation of a frame is preempted before the transmission starts, the reservation is removed com-
pletely. However, by appropriate frame structure and coding scheme, it is possible in case of
interrupted transmission that the segment already transmitted onto the channel is able to be
decoded by the receiver. Correspondingly, when a channel reservation is preempted, only the
segment overlapping with the contending frame needs to be preempted.

Taking advantage of this feature,prioritized burst segmentation[VJ03] permits a data frame to
encapsulate traffic from different service classes, with low priority traffic assembled on the tail
of the frame. In case of a preemption of a frame transmission or its channel reservation in the
switching node, only the tail segment in collision with the contending frame is dropped. In this
way, the lower priority traffic experiences a higher loss ratio in a competition situation.
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2.5.2.1.5 Multi-Path Routing

Multi-path routing was proposed in [CCRS06] as a supplementaryscheme for channel parti-
tioning. In each switching node, the routing algorithm prepares multiple routing paths for flows
of low priority class: a default path following the shortestpath and alternative paths with larger
delay. The channel occupancy of each outgoing link is dynamically monitored. If a congestion
state is discovered on the default outgoing link, a low priority optical frame is switched to an
alternative path. On the contrary, high priority traffic is always routed through the shortest path.
As a result, high priority class obtains a better loss performance at the expense of the increased
delay for low priority class.

2.5.2.2 Solutions on the Signaling Path

In the electronic SCU, scheduling schemes were suggested forthe header processing to tune the
loss performance of different service classes. In case of out-of-band signaling in OBS networks,
different offset times in the advance reservation can influence the probability of successful chan-
nel reservation considerably.

2.5.2.2.1 Header Scheduling in SCU

In Section 2.5.2.1, the solutions on the data path implicitly assume that the signaling channels as
well as the processing capacity of SCUs are sufficiently dimensioned to exclude any impact on
the performance in the data plane. Header scheduling, on thecontrary, looks at non-negligible
queueing latency of frame headers in the SCU.

In [KA04], it is assumed that the queues of frame headers in the SCU grow up when the data
channels are heavily loaded. Scheduling scheme (e.g., WFQ scheduling) based on the gener-
alized process sharing (GPS) concept is applied in the SCU to sort frame headers of different
classes before they are delivered for processing. The parameters of the scheduling algorithm
are configured to reflect the quantitative bandwidth allocation in data channelsfor each class.
As a result of the service isolation property of the scheduler, if the traffic intensity of a service
class exceeds the agreement, the headers of non-conformingdata traffic suffer larger queueing
delay. In case of an overdue in the header processing, the optical data frame is dropped. In this
way, the switching of conforming traffic is protected against the non-conforming traffic. This
scheme, however, takes effect only in heavy load and overload situation.

In [YZV01], incoming frame headers in the SCU are buffered andscheduled by static priority
policy. The QoS differentiation is based on the fact that a frame header processed earlier has a
better chance in reserving the channel successfully. On theother hand, the prioritization effect
turns up only when there are sufficient backlogs in queues. So, the QoS differentiation with this
scheme occurs at relatively high load and in the range of highdata loss rate.
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2.5.2.2.2 Offset-Time-Differentiation for OBS

Special QoS scheme was proposed for OBS networks by means of the out-of- band signaling
[YQ00, QYD01, BS05]. Here, additional QoS offset time is inserted between the transmissions
of BHPs and optical bursts. Bursts of high priority class have alonger QoS offset time. At
the channel reservation by BHP, a larger offset time means a reservation in the farther future.
Alternatively, taking the burst arrival as the reference point in time, a larger offset time is equiv-
alent to an earlier reservation. In either perspective, theprobability of successful reservation is
higher. In OBS switch without FDL buffering, a high priority burst obtains an absolute superi-
ority over a low priority burst if its offset time is larger than that of the low priority burst by a
duration equal to the maximal burst transmission time of thelow priority burst. In that case, a
high priority burst is never blocked due to the channel occupancy by low priority bursts.

This offset-time-differentiationscheme holds the conservation law [YQ00], which is an impor-
tant advantage compared with the intentional dropping and preemptive scheduling. At the same
time, its effectiveness does not depend on the BHP queueing inthe SCU like the prioritized
scheduling of frame headers mentioned above. On the other hand, QoS offset time is generally
much larger than the offset time for the compensation of BHP processing latency in SCUs. This
brings additional E2E delay and results in large channel voids. Since small burst sizes have
better chances to fit into voids than large sizes, it leads to unfairness problem in the channel
reservation [YZV01].

2.5.3 Absolute E2E QoS Guarantee

To support absolute E2E QoS guarantee, a complete QoS architecture is built on the basis
of the per-hop QoS differentiation mechanism by integrating admission control, signaling and
reservation protocols [Dol04] as well as control/management protocols. Note that the admission
control and resource request are here discussed on the E2E flow level (i.e., the concept of virtual
connections), instead of the channel requests of individual optical frames addressed in previous
sections. The focus is placed on the conceptual problem formulation in the absolute E2E QoS
guarantee. The paradigms of static traffic engineering and dynamic service provisioning are
inspected respectively.

2.5.3.1 Approach in Static Traffic Engineering

For admission control, a conceptually straightforward wayis to evaluate the loss performance
following the routing path and derive the E2E loss rate for the request. The request is admitted
under the following constraints.

1. The estimated E2E probabilityPL
EE for this request is smaller than or equal to the maximal

allowable loss rateP∗
EE.

2. The E2E QoS requirements of those admitted flows in serviceare not violated.
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Assuming the route from the ingress node to the egress node isfixed for the request and there
are in totalzhops. The hops on the route are sequentially numbered byi : 1≤ i ≤ zand the loss
probability at thei-th hop is denoted then byPL

i . Assuming statistical independence, the E2E
loss probability is calculated by:

PL
EE = 1−∏

i
(1−PL

i ) (2.2)

As explained in Section 2.5.1, the Poisson process is commonly used to model the input traf-
fic of the switch, which is also justified for OPS/OBS nodes [IA02, YCQ02a]. Per-hop loss
probabilityPL

i is analyzed taking into account the local traffic intensity,channel occupancy and
the QoS differentiation scheme deployed. The closed-form solution, if any, is mostly nonlin-
ear. Also note that the computation ofPL

i at an individual hopi is inter-correlated with the
loss probability at the preceding hops because the input traffic intensity in the current node de-
pends on the loss probability at preceding hops. Furthermore, the E2E loss performance must
be also evaluated for those carried flows to assure Condition 2). In total, the problem concerns
itself with the solution to a large array of nonlinear equations. Erlang fixed-point approximation
[KMK04] is a well known numerical method to solve this kind ofproblems.

Due to the large computational overhead, this approach is not suitable for on-line admission
control, but is applied in static network planning and traffic engineering [RVZW03]. On this
basis, maximal offered traffic is specified for each ingress/egress pair and for each service class
such that all QoS measures are satisfied at the maximal network load. In the network operation,
the on-line admission algorithm just needs to control the traffic load accordingly. In this archi-
tecture, a relative low resource utilization is conceivable due to the static resource allocation.

2.5.3.2 Dynamic Provisioning through QoS Budget Partitioning

The complexity of the admission problem in the preceding section is attributed to two aspects.
First, the modeling of reduced load after each hop brings dependence between the loss perfor-
mance of individual hops. Second, taking solely the E2E lossprobability as the performance
measure allows a large solution space for the combination ofper-hop loss probability along the
route. To alleviate the computational overhead, additional approximations and constraints are
introduced in this section. Considering the very low loss rate (e.g., 10−4 ∼ 10−6) required in
practical transport networks, the traffic intensity of a flowcan be regarded as fixed throughout
the network. Also, the maximal allowable E2E loss probability P∗

EE is partitioned into a series
of specifications of per-node loss probabilityP∗

i with 1 ≤ i ≤ z. This resolves the E2E QoS
problem into the QoS guarantees in individual nodes along the routing path. By this means, on-
line algorithms are feasible to admit E2E service requests with respect to the dynamic network
status.

Furthermore, the derivation of per-hop loss probability from the E2E QoS requirement can
follow either a static rule or a dynamic approach. Further details are given in the following
subsections.
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Figure 2.8: Admission control with static specification of per-hop loss rate

2.5.3.2.1 Static Specification

With the static QoS specification along the routing path, a generic admission procedure is illus-
trated in the flow chart in Fig. 2.8. Upon the arrival of a new E2E flow request in the ingress
edge node, the route is first determined by the routing algorithm. Then, the E2E loss specifica-
tion of the request is split into the requirements at individual hops of the route according to some
static rule irrespective of the network status. On the basisof the per-hop QoS specification, each
node first classifies the request into a local QoS class and executes the admission algorithm with
respect to the traffic description of the new request. If it passes the admission control of every
hops, then the new request is accepted. At the same time, the states and configurations in the
switching nodes along the route are updated correspondingly. Otherwise, the request is rejected.
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Equal splitting is a commonly used static rule in the per-hopQoS specification [ZVJC04, OS05,
YR06]. ReplacingPL

EE andPL
i in Eq. (2.2) withP∗

EE andP∗
i respectively, and makingP∗

i constant
for all i, it is derived:

P∗
i = 1− (1−P∗

EE)
1/z (2.3)

The maximal E2E loss probabilityP∗
EE is determined by the service class. With a given routing

scheme, the hop distancezbetween different node pairs can differ from each other, which leads
to different specifications ofP∗

i even if the corresponding service class is the same. Largerz
results in smaller value ofP∗

i . Ideally, for each value ofP∗
i , a local QoS class should be defined

that keepsP∗
i as the QoS goal. In the worst case, the number of classes in a switching node

amounts to the product of the number of service classes and the number of node pairs. This
leads to a scalability problem in large networks.

In [ZVJC04], a path clustering mechanism was proposed to reduce the number of local QoS
classes having to be maintained. The values ofz for all ingress/egress node pairs are sorted
and grouped with the neighbouring values. For each group of hop distance,P∗

i is calculated by
adopting the largest value ofz in the group. This leads to a relatively conservative specification
of P∗

i to guarantee the absolute QoS. Depending on the degree of thepath clustering, the number
of necessary QoS classes per hop can be much reduced.

2.5.3.2.2 Dynamic Specification

Static specification does not consider the unbalance in the network load. On the contrary, dy-
namic scheme distinguishes the workloads of individual switching nodes, and tries to assign
relatively looseP∗

i for congested nodes and tightP∗
i for nodes with low load. A representa-

tive scheme was proposed in [PCM+04, PCM+07] which is based on a probing mechanism to
collect the information of network status.

In this scheme, a set of classes associated with corresponding QoS requirements on the loss
performance are defined uniformly for every switching nodes. These classes are not directly
related to the service class of a request identified in the ingress edge node. They only represent
different levels of loss performance that can be provided bya switching node. Upon the arrival
of a new request, the admission algorithm in the ingress nodecarries out two rounds of signaling
through the network, as illustrated in Fig. 2.9. The first round aims to probe the load situation in
the network and reserve the resources on the routing path. The request is sent through the route.
Each hop on the route checks the best QoS class it can support for this request, and marks the
reservation of local resources correspondingly. The classallocation together with the current
load in the local node is sent back in a report message to the ingress node. After collecting all
feedbacks, with Eq. (2.2) the ingress node is able to decide whether the E2E QoS requirement of
the request can be satisfied. Furthermore, if the obtainableE2E loss performance is even better
than the requirement, there are opportunities to reallocate a class with a looser loss specification
in those switching nodes showing relatively high loads. Theinstructions of reallocation are sent
in a configuration message along the path in the second signaling round. On the other hand,
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Figure 2.9: Signaling process in the dynamic specification with probing

if the ingress node decides to reject the request, a release message is sent instead to cancel the
resource reservation in each node made by the request message in the first round.
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3 Edge Node and its Relevance to E2E
QoS

As indicated in Chapter 2, an edge node plays the role of a gateway between the OPS/OBS
core network and client networks. As one of the most important tasks, an edge node assembles
incoming client traffic into optical data frames and disassembles received data frames to client
traffic. With respect to various system and performance constraints, different assembly schemes
were proposed and the influence on traffic characteristics aswell as network performance was
evaluated. Scheduling of frame transmission in the ingressedge node is another important de-
sign issue, which can differ from the scheduling in a core switching node due to the availability
of electronic buffers in edge node. Furthermore, integrated in the E2E QoS architecture, an
ingress edge node is responsible for the admission control,wherein the performance impact of
the local edge node (e.g., with respect to delay and jitter) shall also be taken into consideration.

This chapter reviews the related work for the issues mentioned above. On this basis, the QoS
problem investigated in this thesis is outlined. In Section3.1, system models for the edge nodes
are introduced with respect to different network layout schemes. Traffic assembly and trans-
mission scheduling are discussed in Section 3.2 and 3.3, respectively. Section 3.4 summarizes
the QoS requirements that should be evaluated in the edge node and formulates the admission
control problem.

3.1 Network Layout and System Model

According to the deployment environment, there are basically two layout styles at the edge of
OPS/OBS networks, as illustrated in Fig. 3.1 with an example network consisting of two core
switching nodes. Fig. 3.1(a) shows the approach with distributed edge nodes. Here, edge nodes
are geographically interspersed to collect and distributetraffic of client networks in the local
area. Traffic collected from client networks is assembled into optical data frames by edge nodes
and relayed to a switching node through a point-to-point fiber link. From the perspective of a
switching node, however, there is no difference between feeder links from edge nodes and links
from other switching nodes. Fig. 3.1(b) depicts the other layout scheme having an edge node
co-located with the switching node. Here, the edge node and switching node can be separate
devices interconnected with each other by a local fiber cablein a similar way as the case of
distributed edge nodes. Alternatively, they can be realized as an integrated system. While the
integrated solution provides the opportunity for more efficient scheduling and resource alloca-
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Figure 3.1: Network layout on the boundary of OPS/OBS networks

tion, an isolated realization of the edge node and the switching node reduces the implementation
complexity and assures a good modularization.

A generic model for an edge node and its connection to the switching node is depicted in
Fig. 3.2. The edge node is composed of a transmission module and a receiving module. In the
transmission module, the incoming client traffic is classified into different forwarding equiva-
lence classes (FEC) according to their service class and destined egress node. The notation of
FEC indicates the fact that packets of the same FEC can be treated equivalently in the core net-
work for routing and switching. After classification, packets are distributed to assembly buffers
according to the assigned FECs, where they are aggregated into data frames of larger sizes. Fur-
ther on, the transmission scheduler delivers the data frames and schedules their transmissions
to the switching node through multiple wavelength channels. In the receiving module, the main
tasks lie in the disassembly of data frames and distributionof packets to client networks.

The thick dashed data forwarding lines between the edge nodemodules and the switching node
denote the unidirectional fiber links in the case of separatenode realization. When an inte-
grated edge/switching node is concerned, the fiber connections as well as the channel mul-
tiplexer/demultiplexer are not mandatory. Instead, the Tx/Rx ports of the edge node can be
directly connected with the ports of the switch fabric in theswitching node. Furthermore, in the
integrated solution the assembly control and transmissionscheduling in the edge node can be
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Figure 3.2: System model for the coupling of edge node and switching node

performed with reference to the system status of the switching node, which is denoted by the
dashed control line starting from the SCU of the switching node.

The remainder of the thesis concentrates on the transmission module of the edge node since
it plays a much more important role in the E2E QoS provisioning than the receiving module.
Besides, the isolated realization of edge node and switchingnode is assumed for the implemen-
tation benefit mentioned above. Further details on the studyof an integrated node solution can
be found in [YXM+02].
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3.2 Traffic Assembly

This section first introduces various assembly schemes proposed in literature. Then, the work
in traffic characterization for the assembled traffic is reviewed and the impact on the queueing
performance in subsequent network elements is discussed. Finally, the performance evaluation
for a single assembly buffer is introduced.

3.2.1 Assembly Schemes

The degree of freedom in designing basic assembly schemes isdecided by various constraint
factors, which are mostly reflected in three basic system parameters of an assembler. Depending
on whether the parameters are configured statically or dynamically, assembly schemes can be
classified into static schemes and dynamic schemes.

Additionally, special assembly schemes were proposed for QoS provisioning and efficient
grooming.

3.2.1.1 Basic Schemes

3.2.1.1.1 Assembly Parameters

Basically, there are three parameters in controlling the traffic assembly: timeout period, frame
size threshold and minimal frame size.

Timeout Period: The timeout period specifies an upper bound on the assembly delay. A timer
is set upon the arrival of the first packet in an empty assemblybuffer. When the timeout
occurs, a data frame is generated by aggregating the packetsin the assembly buffer.

Frame Size Threshold: The duration of an optical frame in the core network cannot bearbi-
trarily large. For example, it is generally desired that themaximal frame duration does not
exceed the FDL length in order to realize the data storage function in the optical domain
more precisely [Buc05]. Furthermore, in the implementationof the channel reservation
module for an SCU, it can also be necessary to specify an upper bound for the frame
duration [JG03a]. To this end, a size threshold is used in theassembly control to limit the
size of a data frame. When the size of the total packets in the assembly buffer exceeds the
frame size threshold, the assembly of a new data frame is triggered.

Minimal Frame Size: For photonic switching, there are additional transmissionoverheads due
to the guard gaps between the data segments and the minimal switching time of a switch
fabric. In order to assure the switching efficiency, the duration of a data frame cannot be
too small. For example, it should be beyond the magnitude of microsecond compared to
the typical switching overhead in the magnitude of nanosecond [RS02, Buc05] with SOA
switching technology. The parameter of minimal frame size is defined exactly for this
purpose. Upon the assembly of a data frame, padding is added,if necessary, to make the
frame size not smaller than the minimal frame size. Note herethat the minimal frame size
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does not trigger the generation of a frame, in contrast to thetimeout period and frame size
threshold. It only decides whether padding is necessary during the generation of a frame.

3.2.1.1.2 Static Schemes

Basic assembly algorithms are derived by taking different combinations of the assembly param-
eters into consideration. A brief summary is given in Table 3.1, which is self-explanatory.

For the assembly schemes concerned with the frame size threshold, there are further variations
in the specification of the frame size. If fixed frame size equal to the frame size threshold is
used, padding is necessary in case the timeout occurs and thecollected data do not amount to
the frame size. To mitigate the padding overhead in this situation, the frame can be filled with
packets from other FECs, as long as they are heading to the sameegress edge node [LKA+06].
Furthermore, if the client traffic has variable packet sizes, either padding or packet segmentation
[RZ03] is needed to match the possible discrepancy between the size of total collected packets
and the fixed frame size.

In case of variable frame size, it is required to define whether the frame size threshold is treated
as a loose upper bound or a strict upper bound for the frame size. This decides if the latest
arriving packet that triggers the frame size threshold can be included into the current data frame
or it has to be delayed and encapsulated into the next data frame [She05]. Nevertheless, if
the frame size threshold is relatively large, these variations have only limited influence on the
network performance.

Table 3.1: Basic assembly schemes with static configuration

Schemes Parameters Description

pure time-based assemblytimeout period assembly triggered by timeout
[Lae02]

pure size-based assemblyframe size threshold assembly triggered by frame size
[Lae02] threshold
combined time/size-basedtimeout period, assembly triggered either
assembly frame size threshold by timeout or by frame size threshold,
[XVC00] depending on which occurs first
time-based, min-length timeout period, assembly triggered by timeout;
assembly minimal frame size padding is inserted to assure
[GCT00, YCQ02b] the minimal frame size
time/size-based, min- timeout period, assembly triggered either by timeout
length assembly frame size threshold, or by frame size threshold; padding is
[YCQ02b] minimal frame size inserted to assure minimal frame size
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3.2.1.1.3 Adaptive Schemes

As the timeout period is directly related to the delay performance, it is intuitive to have a tunable
timeout period in order to improve the delay performance. Also, the timeout period can be
configured in a TCP-friendly way.

In [IJAM06], an assembly algorithm with fixed minimal size and adjustable timeout period was
proposed. The goal is to dynamically minimize the assembly delay while still keeping the trans-
mission efficiency (i.e., the average ratio of payload size and frame size) on an accepted level.
For this purpose, the timeout period is adaptively configured according to the on-line estimation
of the first/second-moment statistics as well as the correlation property of the incoming client
traffic.

Cao et al. [CLCQ02] studied the pure time-based assembly with adaptive timeout period. When
the timer is to be set upon the arrival of an initial packet in the empty assembly buffer, the
resulting frame size is predicted based on the recorded history of frame sizes generated by the
assembler. The timeout period is then determined from the predicted frame size by keeping
a constant ratio of the frame size and the timeout period. This is equivalent to smoothing the
traffic according to a constant traffic rate. It was shown thatthis scheme can effectively improve
the good-put of TCP flows.

3.2.1.2 Special Schemes

Based on the basic assembly schemes, more advanced algorithms can incorporate further QoS
mechanisms. In [Dol04], the pure time-based assembly was extended to perform the traffic
policing for incoming client traffic. When the timeout is triggered, an eligible size is calculated
according to the history of frame generation and the amount of reserved bandwidth for the
respective FEC. Only the buffer content up to the eligible size is recognized as compliant traffic
that can be packed into the current frame and sent immediately. Yuang et al. [YTSC04] aimed to
provide delay differentiation and fairness between subclasses of a FEC on the basis of combined
time/size-based assembly. Here, each subclass is assignedwith a quota defining the eligible data
amount of the subclass in an assembled frame. In the frame generation, the assembly algorithm
schedules packets of different subclasses to compose individual frames with respect to the quota
specification.

Other schemes make a further step in allowing data of different FECs to be assembled together.
In [VZJC02, VJ03], the authors suggested to append low priority traffic on the tail of a high
priority frame. In combination with the preemptive scheduling with frame segmentation in
switching nodes (cf. Section 2.5.2.1.4), QoS differentiation in terms of blocking probability
can be realized. Farahmand et al. [FZJ05] looked at assemblywith the requirement of minimal
frame size. The authors exploited the aggregation of trafficdestined to different egress nodes
in order to reduce the padding overhead (i.e., efficient grooming). In this case, a packet may
experience multi-hop assembly/disassembly before it reaches the destination.
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3.2.2 Impact on Traffic Characteristics

Traffic characterization of the assembled frame traffic has its importance in two aspects. First,
in the decomposition network performance analysis [Küh79], the stochastic process of the de-
parture traffic serves as the input parameter for the queueing analysis in the subsequent network
elements, for example, the derivation of the frame loss probability in core switching nodes.
Second, the traffic statistics can be used to directly synthesize assembled traffic in a simulation
study instead of having to simulate the assembly process. This appreciably saves the run time
in a network wide simulation scenario.

This section outlines the relevant work on the characterization of assembled traffic. The model-
ing with renewal point processes is introduced first. Then, the correlation property of the traffic
is inspected. In both cases, the focus is placed on the three basic assembly schemes: pure time-
based, pure size-based and combined time/size-based assembly. They all allow variable frame
size. The parameter of minimal frame size is neglected because it generally has a small value
and the influence on the network performance is limited.

3.2.2.1 Modeling by Renewal Point Processes

Frame inter-departure time and frame size are the two most important parameters to character-
ize the assembled traffic, which can be derived by standard probability analysis based on the
assumption of the independent and identically distributed(i.i.d.) packet interarrival time as well
as the packet size of the incoming client traffic. In [Lae02, YCQ02b, dVRG04, YLC+04], frame
inter-departure time and frame size distribution were studied under the assumptions of discrete
time (DT) Bernoulli packet arrivals and continuous time (CT) Poisson arrivals, respectively.

Analytical results are reviewed, summarized and extended in the following subsections. Then,
the approximate modeling of the departure frame traffic is presented, which has a better appli-
cability in practice due to its simplicity. Finally, the relevance of the traffic characteristic on the
network performance is discussed.

3.2.2.1.1 Statistical Analysis

The point process of the assembly procedure is plotted in Fig.3.3 in the CT domain without loss
of generality.

Pure Time-based Assembly

With the pure time-based assembly scheme, the frame inter-departure timeD is the sum of the
constant timeout periodtth and the residual packet interarrival timeIresof the first arriving packet
in this frame, as illustrated in Fig.3.3(a). Due to the memoryless property of the geometric
distribution (in DT model) and negative exponential distribution (in CT model) assumed for the
packet interarrival time, the distribution ofIres is the same as that of the packet interarrival time
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I . Therefore, statisticallyD = tth + I . Sincetth is constant, the distribution ofD turns out to be
the distribution ofI with a right shift bytth [dVRG04].

The frame sizeSb is the sum of the size of the packets that compose the data frame. Therefore,
the frame size distribution is a compound distribution represented by [Lae02, dVRG04]:

Sb =
Nb

∑
i=1

Li. (3.1)

Here,Li denotes the packet length of the i-th packet in the burst, which is i.i.d.. Nb represents
the number of packets in the frame. Since an assembly period begins always with one packet
arrival,Nb is at least 1. Correspondingly,Nb−1 is the number of packet arrivals within the as-
sembly periodtth, which has a Binomial distribution [Lae02] or Poisson distribution [dVRG04]
according to the presumption.

Pure Size-based Assembly

With the pure size-based assembly scheme, the frame inter-departure time is the sum of indi-
vidual interarrival times of all packet of the data frame, asillustrated in Fig.3.3(b)1 in whichsth

denotes the frame size threshold. This yields the compound distribution [dVRG04]:

D =
Nb

∑
i=1

Ii (3.2)

1 Note, that according to the scenario of Fig. 3.3(b) the assembled data frame size may slightly exceed the
frame size threshold.
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whereIi is i.i.d. random variable (RV) denoting the interarrival time of the i-th packet in the
frame. The probability distribution ofNb can be derived by [Lae02, dVRG04]:

P{Nb = k} = P{Sb ≥ sth} (3.3)

= P{
k

∑
i=1

Li ≥ sth|
k−1

∑
i=1

Li < sth} ·P{
k−1

∑
i=1

Li < sth}

=
sth−1

∑
j=1

P{Lk ≥ sth− j} ·P{
k−1

∑
i=1

Li = j} (3.4)

The resulting frame size falls in the interval of[sth− lmax,sth + lmax], wherelmax denotes the
maximal packet length. In most cases,sth is much larger thanlmax. So, it suffices in the perfor-
mance evaluation to regard the frame size as constantSb = sth. More precise derivations of the
frame size distribution can be found in [Lae02, dVRG04].

Combined Time/Size-based Assembly

This assembly scheme is a combination of the pure time-basedand pure size-based assembly.
Therefore, the resulting frame traffic characteristic can be derived based on the insight obtained
previously.

Let Ta denote the assembly duration defined as the time interval between the arrival of the first
packet at the assembly buffer and the time instant at which the frame is assembled. Then,
D = I +Ta. With the pure time-based assembly,Ta = tth. With the pure size-based assembly,

Ta =
Nb

∑
i=2

Ii (3.5)

where the distribution ofNb can be derived according to Eq. (3.4). In case of the combined
assembly, it can be seen thatTa should follow a similar probability density function (PDF)as
that under the pure size-based assembly, except that it is upper-bounded by the timeout period
tth as illustrated in Fig. 3.4(a). This leads to:

P{Ta ≤ t} =

{

P{Tpsize
a ≤ t} for 0 < t < tth

1 for t ≥ tth
(3.6)

Here,Tpsize
a denotes the assembly duration in the case of pure size-basedassembly derived by

Eq. (3.5).

Likewise, the frame sizeSb distribution is similar to the case of the pure time-based assembly
but upper-bounded by the maximal frame sizesth+ lmax imposed by the frame size threshold. If
sth >> lmax, sth can be regarded as the maximal burst frame approximately. Then, the probability
distribution ofSb can be approximated by the truncated distribution function[Lae02] as shown
in Fig. 3.4(b):

P{Sb = s} =

{

P{Sptime
b = s} for 0 < s< sth

∑∞
i=sth

P{Sptime
b = s} for s≥ sth

(3.7)

Sptime
b stands for the resulting frame size with the pure time-basedassembly scheme which is

obtainable from Eq. (3.1).
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3.2.2.1.2 Approximation for Closed-Form Solution

Although the characteristic of the frame departure processcan be theoretically derived as shown
in the preceding subsection, a closed-form solution is not always available. That is the typical
case for the frame size under the pure time-based assembly and the frame inter-departure time
under the pure size-based assembly, wherein a complex compound distribution is concerned.
This limits the applicability of these results for a tractable performance analysis and motivates
the approximation of the compound distribution by a more regular distribution.

Observing Eq. (3.1) and (3.2), it is noticeable that both compound distributions converge to
Gaussian distributionN(µ,σ2) according to the Central Limit Theory whenNb goes to very
large [Lae02, YCQ02b, YLC+04]. The Gaussian distribution can be specified by by matching
its µ and σ2 with the mean and variance of the RV to be approximated. Alternatively, the
Gamma distributionΓ(ω,ν) is proposed [Lae02] as a more accurate approximation because the
Gamma distribution assures a sample space of non-negative values in contrast to the Gaussian
distribution. Again, the shape parameterω and scale parameterν are determined by matching
the first and second moment statistics of the Gamma distribution with those of the RV [Ric95,
Lae02]. In the following, the analytical results for the mean and variance of the frame size and
frame inter-departure time under the respective assembly schemes are presented.

Denote the Poissonian packet arrival rate at the assembly buffer with λ, and useE[·] and VAR[·]
to represent the mean and variance of an RV. From Eq. (3.1), the mean and variance of the
frame size under the pure time-based assembly in a CT system can be derived according to the
property of the compound distribution [Küh06c]:

E[Sb] = E[Nb] ·E[L] = (1+λ · tth) ·E[L] (3.8)

VAR[Sb] = E[Nb] ·VAR[L]+VAR[Nb] ·E[L]2 = (1+λ · tth) · (VAR[L]+E[L]2). (3.9)

Similarly, from Eq. (3.2) the first two moments of the frame inter-departure timeD under the
pure size-based assembly is derived:

E[D] = E[Nb] ·E[I ] = 1
λE[Nb] (3.10)

VAR[D] = E[Nb] ·VAR[I ]+VAR[Nb] ·E[I ]2 = 1
λ2(E[Nb]+VAR[Nb]). (3.11)
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Here,E[Nb] ≈ sth/E[L]. VAR[Nb] can be solved numerically from Eq. (3.4) by the transforma-
tion method [Küh06c].

As long as the distribution function ofSb under the pure time-based assembly andD under the
pure size-based assembly are approximated by the closed-form expressions, the traffic charac-
teristics under the combined time/size-based assembly canbe easily derived from Eq. (3.6) and
(3.7) by using the truncated distribution function.

3.2.2.1.3 Discussion: Shaping and Burstification Effect

In literature, traffic assembler is from time to time regarded as some kind of shaper that is
able to smooth the input traffic and reduce the frame blockingprobability in the core network.
However, without a deeper understanding of the shaping effect here, the notation of shaping
can be misleading. For example, it could be attractive to understand the shaping effect of an
assembler in association with those conventional traffic shapers like token bucket and generic
cell rate algorithm (GCRA) [Sta02, Küh06b]. Despite of the similarity in the mechanisms at a
first glance, they are quite different procedures. While the power of traffic shaper comes from
the specification of the traffic envelope, the shaping effectof assembler is just a by-product due
to the relatively small variability in the frame inter-departure time. Actually, assembler is very
analogous to the packetizer [KMK04] for stream traffic in packet networks, in the sense that
they both pack small data units together to form large transmission units. For this reason, the
assembly process is sometimes also calledburstification2 in the literature. In the following, the
shaping effect and burstification effect of the assembler are looked at in more details.

Shaping Effect

In essence, the shaping effect is attributed to the suppressed variability in the frame inter-
departure time after the assembly, which can be measured by the coefficient of variation (COV).

With the pure time-based assembly, the frame inter-departure time is the sum of the constant
timeout period and one packet interarrival time. Hence, itsCOV must be less than that of the
packet interarrival time, especially when the timeout period is relatively large.

In the case of pure size-based assembly, the COV of the frame inter-departure timecD can be
derived from Eq. (3.10) and (3.11):

cD =

√

c2
I

E[Nb]
+c2

Nb
(3.12)

wherecI denotes the COV of the packet interarrival timeI andcNb is the COV of the number
of packetsNb in the frame. Generally, the packet size of client traffic is upper-bounded (e.g.,
1500 bytes for an Ethernet frame). Whensth is much larger than the packet size,cNb is small.
Actually, cNb → 0 with sth → ∞. On the other hand,E[Nb] >> 1. Therefore, it holds that
cD << cI .

2 The notation of burstification is mainly used in OBS networks. However, from the point of view of traffic
analysis, it is a vivid synonym of general assembly procedure.
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Since the distribution function ofD under the combined assembly scheme is a truncation of the
correspondent distribution function under the pure size-based assembly, the resultant COV of
the frame inter-departure time is even smaller.

In summary, the assembly gives rise to a smaller variabilityin the frame inter-departure time.
Modeled by the point process that neglects the data size at each event point, the departure
process turns out to be smoother than the packet arrival process. When this departure process
is directly forwarded to bufferless outgoing channels, thechannel contention can be relieved
[YCQ02a]. Notice that the statistics of frame size has relatively smaller influence on the loss
performance at the same system load. This is known as the insensitivity property in M/G/n loss
systems [Küh06c] and also in more generalized queueing systems [Bur81].

In a realistic network scenario, the channels are generallyshared by multiple departure flows.
So, the aggregated frame arrival process at the channels becomes variable again due to multi-
plexing. This counteracts the shaping effect to an extent depending on the degree of multiplex-
ing. Performance analysis for WDM link fed with a limited number of assembled traffic flows
is given in [HMQ+05], which shows that the frame interarrival time at the channel group can be
regarded as constant approximately in the frame loss estimation. In case of large multiplexing
degrees, the shaping effect fades out and the aggregated frame arrival process converges to a
Poisson process, which justifies the application of the M/G/n loss model for the estimation of
frame loss probability [YQ00, DG01, IA02, YLC+04].

Burstification Effect

While shaping effect is mentioned in terms of the frame inter-departure time, burstification
effect has its focus on the size of data unit. It refers to the fact that the collected traffic amount
in the assembly buffer is released as a whole data burst. Fromthe perspective of a subsequent
network element, this means a long duration of data arrivalsat a peak rate, e.g., the transmission
rate of the interconnection medium or an infinitely large rate in many theoretical studies. From
queueing theory [AK93, RMV96], it is known that the burstification has an adverse impact on
delay systems, i.e., it requires high buffer capacity and increases the queueing delay. Hence, the
burstification effect is relevant for the performance of theedge node scheduler equipped with
electronic transmission buffers.

3.2.2.2 Impact on Long Range Dependence

Traffic modeling with renewal point processes provides a good insight into the impact of as-
sembly on traffic characteristics in the finest granularity of time scale. However, it neglects
the correlation structure of network traffic. Today’s data traffic shows non-negligible corre-
lation spanning over a large time scale, which is known as long range dependence (LRD)
[PF95, CB97, WTSW97, WPRT02]. LRD leads to self-similar structureof traffic variability
on different time scales. Therefore, LRD traffic is frequently referred to as self-similar traffic
as well. LRD can cause either high traffic loss in small-buffersystems or large queueing delay
in large-buffer systems and thus needs special attention inthe traffic analysis and performance
evaluation.



3.2 Traffic Assembly 45

Table 3.2: Impact of traffic assembly on the degree of LRD

time-based assemblysize-based assemblycombined time/size

Xt no change inH no change inH no change inH
in bytes (proved) (proved) (proved)

Xt reducedH no change inH reducedH
in frame counting (by simulation) (proved) (by simulation)

The physical significance of the LRD can be well illuminated bythe property of variance pro-
cess. LetXt denote the traffic volume in an arbitrary time interval oft, the variance ofXt of
LRD traffic has the following property:

VAR[Xt ] ∼ k t2H for t → ∞. (3.13)

Here,H : 0.5 < H < 1 is the Hurst parameter which measures the degree of LRD.k is constant
for a specified traffic process. Eq. (3.13) states that the variance of LRD traffic grows polyno-
mially fast on large time scales, in comparison to a linear increase (i.e.,H = 0.5) in the case of
renewal process or short range dependent (SRD) traffic.

Early studies [GCT00, XY02] showed that the Hurst parameter can be reduced after the traf-
fic is assembled. The authors attributed this to the smoothing effect of the assembler. Later
work discovered that the assembler only reduces the absolute traffic variability on small time
scales. The Hurst parameter, which characterizes on large time scales the growing speed of
VAR[Xt ] instead of the absolute value of the variance, is not changed by the assembly proce-
dure [YCQ02a, HDG03]. Especially, Hu et al. [HDG03] distinguished the frame departure
processXt measured in terms of bytes and in terms of frame counting, respectively. It was
proved by analysis that the Hurst parameter is not changed byany of the three basic assembly
schemes in caseXt is measured in bytes. A summary of the study is presented in Table 3.2.

It is worth pointing out that although the Hurst parameter isimportant for the characterization
of LRD, it is not necessarily a decisive parameter in the performance evaluation. For example,
in pure loss OPS/OBS nodes, it was shown that LRD has little influence on the frame loss
probability [IA02, YCQ02a]. In delay systems, the relevanceof LRD on the delay performance
depends on the buffer size. Also, the parameterk in Eq. (3.13), which reflects the absolute
value of the variance on a specific time scale, also has a crucial influence on the queueing
performance. This issue will be further treated in Chapter 4 and Chapter 5.

3.2.3 Performance Evaluation for an Assembler

Relevant performance measures for an individual assembler include the assembly delay and the
ratio of padding in case that fixed frame size or minimal framesize is concerned.

When the timeout period is specified, the assembly delay is always bounded by the timeout pe-
riod. With the pure size-based assembly, the assembly duration Ta defined in Eq. (3.5) measures
the assembly delay experienced by the first packet in a frame.In [HHA07], the assembly delay
distribution was also analyzed with respect to an arbitrarypacket in a frame.
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The padding ratio can be directly derived from the frame sizestatistics introduced in Sec-
tion 3.2.2.1. Izal et al. [IJAM06] specially studied the dependence between the padding ratio
and the timeout period for the time-based, min-length assembly. Optimal solution was provided
to achieve a large throughput and low assembly delay at the same time.

3.3 Scheduling

In comparison to the intensive studies on the scheduling in switching nodes, relatively little
work has been done on the transmission scheduling in edge nodes. For simplicity, many re-
search studies took an implicit assumption that data framesare sent to switching nodes directly
from assemblers through channels with infinitely large bandwidth [IA02, YCQ02a] or limited
bandwidth [HMQ+05], without considering the scheduling at all. In [CCK05], a bufferless
transmission scheduler is included in the edge node model. In that case, however, the transmis-
sion scheduling in edge nodes does not differ from the scheduling in switching nodes.

A transmission scheduler equipped with an electronic buffer was analyzed in [LA04, Lee06,
Zal06] with respect to the FCFS discipline. Lee [LA04] performed a Markov analysis to solve
the queue length distribution. However, the input frame flows were modeled by artificial on/off
sources without taking into account the influence from the traffic assembly. In [Lee06], the
FIFO transmission queue was modeled by a GI/G/n delay systemand the mean queueing delay
was given by heavy load approximation. Zalesky [Zal06] investigated a special system with
partitioned transmission buffers dedicated to individualwavelength channels. Each wavelength
channel is exclusively allocated to one FEC.

Simulation studies were also carried out for the evaluationof delay performance of a transmis-
sion scheduler. In [HK06], the complementary cumulative distribution function (CCDF) was
evaluated for the queueing delay in a FCFS frame scheduler. The influence of different assem-
bly parameters was investigated. In [Car04], frames from different FECs are queued in separate
buffers in the transmission scheduler. FCFS, round robin, weighted round robin (WRR) and
deficit round robin (DRR) were inspected for the scheduling of head-of-line frames. A simi-
lar multi-queue scheduler was also investigated in [ROB04].The schemes ofoldest burst first
(equivalent to FCFS),longest queue firstandrandom selectionwere taken into consideration.
The mean and variance of the frame queueing delay were evaluated.

For OBS networks with variable burst offset time set in the edge node, special scheduling al-
gorithms were proposed in the edge node [Per06, LT07]. In principle, these schemes are the
extensions of scheduling schemes in core switching nodes (e.g., Horizon, LAUC/-VF) and ex-
ploit the flexibility provided by the electronic buffers in edge nodes.

3.4 Admission Control

This section first introduces the relevant QoS requirementsfor the admission control in edge
nodes. On this basis, the QoS problem investigated in this thesis is formulated.
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3.4.1 Relevant QoS Requirements

As the network-to-network interface between a core OPS/OBS network and several client net-
works, the edge node has the important task in performing admission control for E2E QoS
guarantee. Besides the QoS requirement on E2E loss performance associated with data channel
contentions, as introduced in Section 2.5.3, performance issues on the signaling path (i.e., SCU
performance) and E2E delay constraint should also be taken into account.

3.4.1.1 Performance Issue in the SCU

A crucial performance requirement on the SCU is that the transit delay of a frame header should
not exceed the compensation delay inserted through the local FDL or offset time. Otherwise,
the SCU cannot finish the header processing before the corresponding optical frame reaches
the input of the switch fabric and the frame is lost. The resulting frame loss probability is
equivalent to the overdue probability in the header processing. This can be calculated from
the complementary probability distribution of the header waiting time in the SCU buffer. An
M/D/1 delay model was proposed [JG03b, Zal06] for the waiting time analysis. Alternatively,
an exponential approximation for the CCDF of the queueing delay was applied in [CCK05].
Based on the per-hop analysis, the end-to-end frame loss probability due to the overdue in
header processing can be computed in the same way as introduced in Section 2.5.3.

3.4.1.2 E2E Delay Requirement

The QoS specification for E2E delay is essential for delay-sensitive services like real-time
video/audio services. Here, the mean delay alone is not enough to assure the service qual-
ity. Special attention should be paid for the delay variation (or jitter). According to the ITU-T
standard [Y.1541], the delay variation of a variable delay component is defined by the difference
between the maximal and minimal value. In most statistical queueing analysis, the lower bound
of delay is given by constant components such as propagationdelay, timer and fixed processing
time. However, the maximal delay can be infinite. For this concern, the delay upper bound is
defined by a quantile (e.g., 0.999 quantile) of the delay distribution to characterize the jitter.
In this thesis, the E2E delay performance is measured by the delay upper bound following the
aforementioned notation.

In OPS/OBS networks, the E2E delay is mainly composed of assembly and scheduling delay in
the ingress edge node, propagation delay throughout the core network and the sum of compen-
sation delays for header processing at individual hops. Additional delay occurs in case FDLs
are applied for the contention resolution. With a static routing strategy, the propagation delay
is treated as constant. If the compensation delay is fixed (e.g., due to a fixed length of FDLs or
a fixed setting of offset time) at each hop, the total compensation delay is also constant. The
FDL delay for the contention resolution is always bounded bythe maximal FDL length or con-
strained by the maximal number of re-circulations in a feedback FDL architecture. Subtracting
these predictable delay components from the E2E delay budget, the delay bound requirement
can be derived for the edge node, which guides the configuration of assembly parameters.
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Figure 3.5: Admission problem in edge nodes

3.4.2 Admission Problem

Summarizing, the admission problem in an edge node is reduced to the problem illustrated in
Fig. 3.5. Thesustainable data rateandsustainable header rate(i.e., frame rate) reflect the
maximal tolerable offered load for a new request on the E2E data path and signaling path re-
spectively, with the purpose to meet with the requirement onthe frame loss performance. They
can be derived either from the static traffic engineering foreach FEC (cf. Section 2.5.3.1) or
through the dynamic probing supported by signaling protocols in the control plane (cf. Sec-
tion 2.5.3.2). The input parameter of the delay budget is specified from the total delay budget as
introduced in the previous subsection. The traffic description of the arriving connection request
includes not only the maximal offered traffic but also other important traffic characteristics.

With these input parameters, the admission control decideswhether the request can be accepted
or not. Furthermore, the assembly parameters have to be properly configured to assure the
QoS requirements and an efficient resource utilization. This is the central problem that will be
investigated in the following chapters.

In [WZV02, CCK05], similar problems were studied without considering the transmission
scheduler in the edge node. In this thesis, the queueing delay in the transmission scheduler
is specially analyzed with respect to input traffic showing different characteristics on multiple
time scales. Also, it is always kept in mind that the QoS requirements should be satisfied not
only at the maximal traffic intensity of a request, but also for light traffic. This is an issue be-
cause with traffic assembly the worst performance does not necessarily occur at the maximal
traffic intensity. An intuitive example is that lower trafficrates can result in larger delay in the
edge node due to the increased assembly latency with a size-based scheme [HK06, Kan06].



4 Characteristics of Client Traffic and
Methods for Queueing Analysis

Today’s network traffic is more and more dominated by the datatraffic. For the remarkable
flexibility of IP-based data networks, the IP layer is becoming a convergence layer for the pro-
visioning of multi-services in a layered protocol architecture. The heterogeneous user behaviors
and network control mechanisms/protocols, on the other hand, give rise to complex traffic char-
acteristics on multiple time scales, which have significantimpacts on the network performance.
This issue must be taken into account in the performance analysis of OPS/OBS transport net-
works. Correspondingly, analytical methods capable of dealing with various traffic behaviors
on multiple time scales are necessary, not only for the inherent time-scale-dependent character-
istics of the client traffic, but also for the traffic pattern newly introduced by the traffic assembly
in the OPS/OBS edge node.

This chapter gives a review on the traffic characterization in backbone data networks and on the
respective methods for the queueing analysis. In Section 4.1, the traffic properties on multiple
ranges of time scales are surveyed with regard to their mathematical definitions, causes and
performance impacts, etc.. In Section 4.2, the M/Pareto model is introduced as a widely used
model for aggregated traffic (cf. Chapter 5). Section 4.3 inspects the analytical methods that
are able to capture the performance impacts on multiple timescales.

4.1 Traffic Characteristics

An overview of traffic characteristics in wide area networks(WAN) or backbone networks is
illustrated in Fig. 4.1 over the spectrum of time scales. Starting from the small time scale,
the traffic shows uncorrelated property, multifractal behavior, long range dependence (or self-
similarity), nonstationarity and periodicity in the four consecutive ranges of time scales. Here,
the traffic characteristics in a specific range of time scalesrefer to the statistical features that
can be extracted if the traces are analyzed in a time window with its duration located in the
time-scale range. Note that the boundary time scales between the ranges in Fig. 4.1 are only
roughly specified because they depend very much on the networks under measurement and are
also subject to changes with the network upgrade and evolution. In the following subsections,
the characteristics are inspected for the time-scale ranges, respectively.

49



50
C

hapter
4.

C
haracteristics

ofC
lientT

raffic
and

M
ethods

f
or

Q
ueueing

A
nalysis

uncorrelated property multifractal property long range dependence nonstationarity and

10~100 ms  1 s minutes

time scale range

renewal point processes on-off superposition model,

causes multiplexing of impacts of flow control heavy-tailed distribution seasonal effects

parametric and

(self-similarity)
characteristics

(e.g., Poisson process)

protocols (e.g., TCP) in the behaviors of

periodic pattern

statistical
measures

marginal distributions
of interarrival time and

size of data unit

high order
statistical moments

the first and second
statistical moments

macro-level average
traffic rates,

traffic models cascade model,
Lindenmayer system non-parametric

models
M/Pareto model,

FGN, MMPP

performance particularly worse
queueing performance

particularly worse
performance at high loads,

good predictability for
dynamic bandwidth allocation

efficient buffering traffic forecasting,
network planningimpacts

workload patterns,
evolution trend, etc.

individual traffic sources
independent flows

Figure 4.1: Traffic characteristics on different time scales



4.1 Traffic Characteristics 51

segment duration (<    )

user 1
t

t

t

t

user 2

user 3

aggregated
arrivals

a b c de f

a

b

c

d

e

f

ε

ε

: packet transmission timeε
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4.1.1 Uncorrelated Property

In small time scales up to 10∼ 100 ms, the uncorrelated property was reported in the latestmea-
surements of Internet backbone traffic [ZRMD03, KMFB04]. The reason for this phenomenon
can be understood by the superposition model depicted in Fig. 4.2.

It is assumed here that three users send packets through their separate access links indepen-
dently. They have the same link bandwidth and the packet sizeis constant. Naturally, the
packet interarrival time within a flow from an individual user cannot be smaller than the packet
transmission time on the access link. Taking the start time of each packet as the arrival instant,
an aggregated arrival process is constructed from the superposition of these three individual
packet flows. It can be seen that in any arbitrary time interval smaller than the packet transmis-
sion time, each flow has maximal one arrival. Therefore, in the aggregated process the arrivals
within this time segment are independent of each other because they are originated from in-
dependent sources. The number of aggregated arrivals within the small time segment actually
follows a Binomial distribution [TWJ02, Hu04]. In case the traffic is aggregated from a large
number of users, the distribution converges to a Poisson distribution. Any correlation structures
within individual flows come into effect in the aggregated process only on time scales beyond
the packet transmission time.

The above discussion also illuminates that the time-scale range of the uncorrelated property
depends on the access link rate, which is consistent with themeasurement results [ZRMD03].
With the ever increasing bandwidth in access networks, thisrange is supposed to shift to even
smaller time scales in the future.

The uncorrelated property in the small time scales justifiesthe traffic models on the basis of
renewal point processes, typically the Poisson process, depending on the inspected system sce-
narios. This indicates a considerable buffering efficiencybecause with Markovian arrival pro-
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cesses the overflow probability decreases exponentially fast with the increase of buffer size
asymptotically [CT95, Kel96].

4.1.2 Multifractal

Multifractal was proposed to characterize the non-trivialhigh order statistics in the hundreds of
milliseconds range [FGW98, ENNS00]. Following the notationin Section 3.2.2.2, letXt denote
the traffic volume in an arbitrary time interval oft under the assumption that the traffic process
is stationary. The traffic is multifractal ifXt satisfies [ENNS00, Gil01]1 :

E[(Xt −E[Xt ])
q] = C(q) · tτ(q)+1 (4.1)

for t within the time-scale range and any positive values ofq up to a certain bound. Here,C(q)
andτ(q) are both deterministic functions. Typical multifractal processes have nonlinearτ(q) in
q. If τ(q) is linear inq, the process degenerates to so-called monofractal.

The multifractal behavior of data traffic indicates highly irregular local burstiness along the time
axis, which is attributed to closed-loop flow control mechanisms such as the congestion control
of the transmission control protocol (TCP) [FGHW99]. Typically, the time scales on which the
multifractal emerges are correlated to the round trip timeswithin the TCP connections.

Modeling of multifractal traffic generally resorts to iterative procedures such as cascading
[FGW98] and construction of stochastic Lindenmayer systems[SNV02]. Performance eval-
uations [ENNS00] showed that multifractal can lead to very worse queueing behaviors even at
low system loads.

However, with the rapidly increasing bandwidth of backbonelinks, the relevance of the multi-
fractal traffic in the backbone is becoming questionable. More recent measurements [ZRMD03]
on OC3/12/48 links negated the existence of multifractal in the highly aggregated traffic.

4.1.3 Long Range Dependence

The concept of long range dependence (LRD) has been briefly introduced in Section 3.2.2.2
as a large-time-scale behavior of stationary traffic processes. In literature, self-similarity is
frequently used as a synonym of LRD in the sense of asymptotic second-order self-similarity
[WTSW97, PW00], which is also adopted in this thesis. However, it is worth to point out that
self-similarity in the general sense is not equivalent to LRD. Especially, self-similarity is a kind
of monofractal withτ(q) = qH − 1 in Eq. (4.1), whereH is the Hurst parameter. Accurate
definitions of self-similarity and LRD can be found in [PW00, WPRT02].

The LRD property in the aggregated traffic is caused by the heavy-tailed distributions of the
behaviors of individual traffic sources. From the perspective of the network, a source can be
a network terminal, an application program or a real person.Heavy-tailed distribution is a

1Multifractal is defined here by means of the RVXt instead of the cumulative traffic process as the case in
[ENNS00, Gil01]. The definitions are equivalent under the condition that the cumulative process has stationary
increments. Also, note the implicit conditionE[Xt ] = 0 in [Gil01].
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special type of distribution which has finite mean value and infinite variance. Physically, a
heavy-tailed distribution means nonnegligible probabilities that an RV takes very large sample
values. Willinger et al. showed in the famous pioneering work [WTSW97] that self-similar
Ethernet traffic can be modeled by the aggregation of a large number of on-off sources with
the on- and off-periods following heavy-tailed distributions. Further on, it was discovered that
in many session-based applications such as TCP, FTP and Web, the transmission durations of
individual sessions are heavy-tailed distributed while the arrivals of session requests follow
Poisson processes [PF95, CB97, Fel00].

A basic theoretical model forXt of the LRD traffic is the fractional Gaussian noise (FGN)
[PW00], or equivalently, fractional Brownian motion (FBM) when the cumulative process is
concerned. This model is often preferred in the fluid-flow analysis, not only for the mathemat-
ical elegance of its marginal Gaussian distribution, but also for its good conformity with the
Gaussianity measured in the real aggregated traffic [ENNS00, KN02, ZRMD03].

As for the discrete-event modeling (e.g., applied in simulations) of LRD traffic, two approaches
have been taken. The “white-box” approach [WPRT02] takes advantage of the insights into
the underlying source-level behaviors and structurally synthesizes the LRD traffic. The on-off
superposition model and M/Pareto model fall in this scope. Both models converge to FGN pro-
cesses in large time scales, which enables the asymptotic fluid-flow analysis for the queueing
performance. On the contrary, the “black-box” modeling does not consider the causal relations
between the source behaviors and the LRD. It relies on standard traffic models, e.g., Markov
modulated Poisson process (MMPP), to approximate the LRD property by parameter match-
ing. Although the matching procedure is generally not trivial [MMM +05], this approach has
the advantage to exploit the conventional discrete-event queueing theory for the performance
evaluation.

Intuitively, the LRD indicates that in traffic traces the periods with high instantaneous rates
tend to cluster together. The same holds for the periods withsmall traffic rates. Performance
studies showed that this leads to a low buffer efficiency at high system loads, i.e., a heavy-tailed
CCDF of the queue length [ENW96]. Correspondingly, an efficient performance improvement
is achieved by increasing the bandwidth instead of providing a larger buffer [PKC97]. On the
other hand, the correlation structure of LRD traffic can be exploited for the traffic prediction in
dynamic bandwidth allocations and congestion controls [TP00].

4.1.4 Nonstationarity and Periodicity

Beyond the time scale in minutes, traffic generally cannot be treated as stationary processes any
more. This range of time scales can be further divided into several scopes for different traffic
characteristics. For example, the inherent nonstationarybehaviors from hour to hour in a day,
periodic patterns on a daily or weekly basis, and the long-term traffic growth trend in months
and years.

Traffic analysis here aims to provide the forecasting of traffic demands to guide the link upgrade
and network planning. Therefore, it focuses on the traffic rates averaged over very large time
scales from tens of minutes to hours or beyond. Conventional methods for the time-series
analysis can be applied [BD02]. For example, the autoregressive integrated moving average
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(ARIMA) is a standard parametric model for nonstationary processes, which was applied for
long-term forecasting of Internet backbone traffic in [PTZD03]. Non-parametric methods were
proposed in [LSX+03] to identify and classify periodic traffic demand patterns.

4.2 M/Pareto Model for the Client Traffic

In order to support the QoS provisioning in OPS/OBS edge nodes, queueing analysis has to
be performed with respect to the incoming client traffic. To this end, only stationary traffic
processes are considered. Because the traffic inflow in an edgenode is supposed to be at a
high aggregation level, the multifractal characteristic can be ignored. In order to capture the
uncorrelated property on small time scales and the LRD on large time scales concurrently,
either the on-off superposition model or the M/Pareto modelis applicable. Considering the fact
that the on-off superposition model becomes very similar tothe M/Pareto model as the number
of sources grows large, the attention is concentrated on theM/Pareto model in this thesis.

4.2.1 Parameters

M/Pareto process [NZA99] is a “white-box” structural modelreflecting the traffic behaviors of
the session-based applications in Internet. With this model, data sessions are generated accord-
ing to a Poisson process with an average rate ofλs. The traffic volume of a session is denoted
by an RVB following a Pareto distribution:

P{B≤ b} =

{

1− (κ
b)α for b≥ κ

0 for b < κ.
(4.2)

Here, κ represents the minimal value ofB and α is the shape parameter that measures the
degree of the variability. The smaller the shape parameter is, the larger is the variability. For
LRD traffic modeling,α : 1< α < 2 is adopted which leads to a heavy-tailed distribution witha
finite mean value and an infinite variance. The mean traffic volumeϕ of a session is calculated
by:

ϕ = E[B] =
κα

α−1
. (4.3)

In each session, the data is sent at a constant rate ofca. ca can be regarded as the capacity of
the access link on which each source transmits the session. In this sense, the M/Pareto process
is an inherent model for aggregated traffic.

The above construction results in a fluid-flow M/Pareto model. Its discrete-event variation goes
a step further by segmenting each session into a series of packets of equal sizeslmax and trans-
mitting them back-to-back. Although the last packet of a session can have a smaller size than
the fixed packet sizelmax, this kind of packets amounts to only a small portion (<10% ingeneral)
of the total traffic volume [Hu04]. Approximately, the packet size can be regarded as constant.

In the remainder of the thesis, the notation M/Pareto refersalways to the discrete-event M/Pareto
model, unless explicitly stated otherwise.
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4.2.2 Properties of the Variance

The time-scale-dependent characteristics of the M/Paretotraffic can be illuminated by observ-
ing the variance of the RVXt . VAR[Xt ] will be hereafter referred to asvariance structureor
variance processinterchangeably. It was derived in [NZA99, BC00] for the original fluid-flow
paradigm. In case of the discrete-event M/Pareto model, it is conceivable that the discretization
leads to the Poissonian property on the small time scales up to the unit packet transmission time
on an access link [Hu04], following the principle explainedin Section 4.1.1. On larger time
scales, however, the variance structure is not influenced bythe discretization very much. The
time scalet = lmax/ca is thus calledcritical time scalebecause it acts as the boundary between
the time-scale range in which the traffic exhibits the Poissonian property and the range in which
the correlation arises in the traffic trace. Summarizing, itleads to:

VAR[Xt ] ≈















ϕ ·λs · t · lmax for t < lmax
ca

λsc2
a · ( α

α−1 · κt2

ca
− t3

3 ) for lmax
ca

≤ t ≤ κ
ca

t3−α · 2λsc2
aκα

(α−1)(2−α)(3−α)cα
a
− t ·λsκ2 α

2−α +λs
ακ3

3ca(3−α) for t > κ
ca

.

(4.4)

It is assumed here thatlmax < κ. The first line on the right-hand side of Eq. (4.4) is derived
directly from the property of the Poisson packet arrival process, i.e.,

VAR[Xt ] ≈ VAR[
Xt

lmax
]l2max = E[

Xt

lmax
]l2max =

ϕ ·λs · t
lmax

· l2max = ϕ ·λs · t · lmax.

It is an approximation because the packet size is assumed to be fixed tolmax. The second and
third lines are the approximations on the basis of the variance for a fluid-flow M/Pareto model
[NZA99, BC00].

In Fig. 4.3, the accuracy of the approximations in Eq. (4.4) is verified by comparing with sim-
ulations for the M/Pareto traffic with an average rate of 450 Mbps. Different values of the
shape parameterα and the access link rateca are checked. The approximations show a very
good quality. It is noticeable that the parameterca has very significant impacts on the variance
structure.

Observing the third line of Eq. (4.4), the term with the highest order oft dominates when
t → ∞. Hence, VAR[Xt ]∼ t3−α. Compared with Eq. (3.13), this indicates the LRD with a Hurst
parameterH = (3−α)/2.

The asymptotic behavior can be clearly illustrated by a variance-time plot, which is in practice
widely used to measure the Hurst parameter. An example is given in Fig. 4.4 for the synthetic
traffic with α = 1.4 andlmax = 1000 bytes. Here, VAR[Xt ] is plotted with respect to discrete
time scalest = 2 j ·0.02 ms (j = 1,2, ...) in a log-log diagram, where 0.02 ms is the basic time
scale. For the LRD property, it is straightforward that log2(VAR[Xt ]) ∼ 2H · j from Eq. (3.13).
It can be seen that on the small time scales, the variance follows the dashed reference line that
represents a linear relationship between the variance and the time scale, i.e.,H = 0.5 for the
uncorrelated property2. On the large time scales, VAR[Xt ] deviates from the dashed line and

2Strictly speaking, the Hurst parameter should always be measured on the large time scales according to its
definition. For the ease of presentation,H is also applied here to describe the growing speed of the variance on the
small time scales.
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grows more rapidly, indicating the dominance of the LRD. Applying linear regression on the
large time scales,H = 0.8 can be derived from the slope of the regression line. The separating
point between the time-scale regions of the uncorrelated property and the LRD depends on the
access link rateca, which is consistent with the boundary condition in Eq. (4.4).

4.3 Queueing Analysis on Multiple Time Scales

The traffic behaviors on multiple time scales can be taken into account of the queueing analysis
in two approaches. The time scale decomposition follows theprinciple ofdivide and conquer.
Different traffic models are applied for the different scopes of time scales and solved separately.
On the contrary, the methods of integrated analysis explicitly quantify the time-scale-dependent
traffic characteristics by a deterministic function of the time scale. From this function, arelevant
time scaleis determined for the level of the queue length of interests,on the basis of which
the performance is evaluated. This virtually converts the queueing analysis to an optimization
problem.

In the following subsections, the analytical methods are introduced for a single server delay
system with FIFO discipline. The mean traffic rate isr. The transmission rate of the server is
constant and denoted byc. RV Q stands for the queue length or unfinished work [RMV96] in
the paradigm of fluid-flow models.

4.3.1 Time Scale Decomposition

In the performance study for ATM networks, it was recognizedthat the aggregated cell traffic
can be modeled on three time-scale levels: cell scale, burstscale and call scale [RMV96].
On the cell scale, point processes are applied to capture therandomness in the cell arrivals.
The traffic behavior is dominated by the effect of the multiplexing of independent user flows,
similar to the small-time-scale behavior introduced in Section 4.1.1. For example,M/D/1 and
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nD/D/1 systems are representative cell-scale models. On the burst scale, the traffic variabilities
in individual flows exhibit more influences on the queueing performance. Fluid-flow models are
typically used on this scale, e.g., the FBM for the LRD property. On the call scale, the request
arrival pattern and call holding time become the relevant traffic parameters and the system is
modeled by a circuit-switched loss system.

From the perspective of QoS provisioning, the call-blocking probability, which is classified as
call-level QoS[KMK04], solely relies on the call-scale model. However, the cell queueing
delay, or buffer overflow probability is recognized asin-call QoSand influenced by both the
cell-scale and burst-scale models. Therefore, it is necessary to combine the solutions to the
models on both scales. Supposing that the unfinished workQ consists of a cell componentQC

and a burst componentQB. The CCDF ofQ is formulated as [NRSV91]:

P{Q > q} = P{QC +QB > q}
= P{QC > q|QB = 0} ·P{QB = 0}+

P{QC +QB > q|QB > 0} ·P{QB > 0}. (4.5)

In practice, an accurate computation according to Eq. (4.5)can be complex. For this reason,
Norros et al. suggested the following approximation [NRSV91]:

P{Q > q} ≈ max(P{QC > q},P{QB > q}). (4.6)

Here, the CCDFs ofQC and QB are obtained from the cell-scale model and the burst-scale
model, respectively.

4.3.2 Integrated Analysis

In this subsection, two important methods are introduced for the integrated queueing analy-
sis. The methods are based on similar principles, which can be understood by looking at the
queueing processQ(s) that denotes the unfinished work in the buffer at an arbitrarytime instant
s.

Let random processA(s) refer to the cumulative traffic amount up to time instants. The times
can have negative values. According to Reich’s formula [RMV96, KMK04], it holds that:

Q(s) = sup
t≥0

(A(s)−A(s− t)−c· t). (4.7)

The physical meaning of this equation is not quite straightforward. Though, things become
clear when it is realized that a supremum is obtained whens− t corresponds to the start time of
the current busy period that covers the time instants [KMK04]. In other words, it is the case
thatt is equal to the backward recurrence time of the busy period.

Statistical derivation ofQ(s) in the form of Eq. (4.7) is, however, difficult in practice. This
motivates the application of the following approximation [RMV96, KMK04]:

P{Q(s) > q} ≈ sup
t≥0

P{A(s)−A(s− t)−c· t > q}. (4.8)
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Since the stationary traffic process is considered,A(s)−A(s− t) is equivalent toXt defined as
the traffic arrivals in the time intervalt in the previous sections. So, the derivation of the CCDF
is independent of the time instants. Consequently, the random processQ(s) can be substituted
by the RVQ. Eq. (4.8) is rewritten as:

P{Q > q} ≈ sup
t≥0

P{Xt −c· t > q}. (4.9)

This equation suggests that for each value ofq a time scalet = τq should be found to maximize
the probability of the event {Xt − c · t > q}. τq is thus called therelevant time scalefor q.
Physically, it stands for the time duration over which the event {Xt −c · t > q} is most likely to
occur. Eq. (4.9) can be solved by the effective bandwidth method and the maximum-variance-
asymptotic (MVA) approach, respectively.

4.3.2.1 Effective Bandwidth Method

The effective bandwidth method is based on the theory of large deviations [RMV96]. Applying
Chernoff’s bound for the termP{Xt −c · t > q} on the right-hand side of Eq. (4.9), it is derived
[Kel96, RMV96]:

P{Q > q} ≈ β exp(sup
t≥0

inf
θ>0

(θ · t ·Λ(θ, t)−θ · (q+c· t))) (4.10)

whereβ is a constant independent ofq and is referred to as theasymptotic constantfollowing
the notation in [CLW96]. Λ(θ, t) is called theeffective bandwidthof the traffic process and
defined as [Kel96]:

Λ(θ, t) =
1

θ · t ln(E[exp(θ ·Xt)]). (4.11)

Note that the effective bandwidth is a deterministic function of θ andt and is very close to the
moment generating functionE[exp(θ ·Xt)]. In this sense,Λ(θ, t) can be regarded as a transfor-
mation function ofXt that comprises the statistical information over the time scalet. Kelly gave
in [Kel96] a survey of the effective bandwidths for a varietyof traffic processes.Λ(θ, t) can
also be determined through traffic measurements [CSS99] so asto avoid the necessity to build
parametric traffic models.

The asymptotic constantβ in Eq. (4.10) has a relative complex relationship with system- and
traffic-parameters, which needs to be specially studied. For simplicity, it is quite common in the
admission control thatβ is set to 1 for a conservative estimation. More elaborate determinations
of β can be found in [CLW96, MV96, RMV96, BC00].

In literature, Eq. (4.10) is referred to asmany source asymptoticof the effective bandwidth
theory [CSS99], because the accuracy becomes better when more sources are aggregated in
the input traffic. Therefore, it is very suitable for the admission control in backbone networks.
However, the computational complexity is relative high dueto the sup-inf condition.
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4.3.2.2 Maximum-Variance-Asymptotic Approach

The traffic in transport networks is aggregated from a large number of user flows. According to
the central limit theory, the distribution ofXt can be approximated by the Gaussian distribution,
which has been verified by plenty of traffic measurements [ENNS00, KN02, ZRMD03]. Let
r denote the mean traffic rate. Then,Xt follows the Gaussian distributionN(r · t,VAR[Xt ]).
Since the transmission ratec is constant,Xt − c · t has also a Gaussian distributionN((r − c) ·
t,VAR[Xt ]). In this way, the termP{Xt − c · t > q} in Eq. (4.9) is actually the CCDF of the
Gaussian distribution. To present the result in the form of astandard Gaussian distribution
N(0,1), the following conversion is taken [NW98]:

g(q, t) =
q+(c− r) · t
√

VAR[Xt ]
. (4.12)

So, Eq. (4.9) is solved as [NW98, CS98]:

P{Q > q} ≈ sup
t≥0

1√
2π

Z ∞

g(q,t)
exp(−g2

2
)dg. (4.13)

The supremum on the right-hand side of Eq. (4.13) is obtainedby minimizingg(q, t) over the
time scalet as long as VAR[Xt ] is specified. The time scale on which the minimum ofg(q, t) is
found corresponds to the relevant time scaleτq, i.e.,

τq = arg inf
t≥0

g(q, t) (4.14)

Eq. (4.13) was actually shown to be an asymptotic lower boundfor the tail probability of the
queue. Choe et al. [CS98] extended the analysis and deduced an asymptotic upper bound:

P{Q > q} ≈ β exp(−g(q,τq)
2

2
) (4.15)

whereg(q,τq) stands for the minimum ofg(q, t) andβ is the asymptotic constant similar to that
in Eq. (4.10).

In comparison to the effective bandwidth method, the MVA approach simplifies the analysis by
assuming thatXt follows the Gaussian distribution. In this way, the traffic is solely characterized
by the variance process VAR[Xt ] instead of the effective bandwidthΛ(θ, t). In [KS99], the per-
formance of different analytical methods for admission control was experimentally compared.
The MVA exhibits a very good accuracy not only for the asymptotic tail behavior of the queue,
but also in the range of small queue lengths. Choe et al. showedin [CS98] that in spite of the
assumption of the Gaussian distribution the MVA upper boundalso serves as a good estimation
for many non-Gaussian traffic processes. Nevertheless, care should be taken for the situations
in which the approximation of the Gaussian distribution becomes questionable. This is the
case typically when the traffic of small aggregation degrees(e.g., flows in access networks) is
concerned or the system operates at a low load (i.e., light traffic).
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5 A Novel Approach for the Multi-Scale
Queueing Analysis

In Chapter 4, the time scale decomposition and integrated analysis are introduced as two funda-
mental approaches for the multi-scale queueing analysis. Each has its advantages and disadvan-
tages. By combining the cell-scale and burst-scale component according to Eq. (4.6), the time
scale decomposition is intuitive and simple in the computation to deduce the overall queueing
performance. How the system is modeled and solved on the cellscale and burst scale respec-
tively, however, is another problem, which is not necessarily simple in practice. Typically,
without an explicit inclusion of the time scale factor in traffic models, it is difficult to quan-
titatively distinguish the boundary between the cell scaleand burst scale for a general traffic
process. This problem is solved in the integrated analysis with the introduction of the relevant
time scale concept. Noticeably, in both the effective bandwidth method and MVA method, the
time scale is modeled explicitly in the traffic description,as referred in Eq. (4.11) and (4.12).
Nevertheless, the computational complexity of the integrated analysis is relatively high due to
the search for the relevant time scaleτq for the tail probabilityP{Q > q}.

On the basis of the time scale decomposition method and the relevant time scale concept of the
integrated analysis, a novel multi-scale queueing analysis is proposed that integrates the advan-
tages of both fundamental approaches. This method will playa central role in the performance
analysis in the edge node, as will be seen in Chapter 6. In Section 5.1, the theoretical principle
of the method is explained and the solving procedure is introduced. An application example
is then given in Section 5.2 for the queueing analysis with the M/Pareto traffic. Section 5.3
summarizes the novelty of the proposed method. For presentation, a single server delay system
is studied and the same notations as those in Section 4.3 are to be used.

5.1 Introduction of the Method

5.1.1 Principle

Looking into Eq. (4.10) and Eq. (4.15), it is realized that both effective bandwidth and MVA
approach can lead to a closed-form solution of the CCDF of the queue lengthP{Q > q} as
long as a closed-form solution to the relevant time scaleτq is available. This is theoretically
feasible when the effective bandwidthΛ(θ, t) or the variance process VAR[Xt ] of the incoming
traffic satisfies some conditions. For example, if VAR[Xt ] is differentiable for allt ≥ 0 and has
a continuous derivative,τq can be obtained from Eq. (4.12) by solving∂g(q, t)/∂t = 0.
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In the realistic backbone traffic, the above conditions are not satisfied for generalt ≥ 0. How-
ever, according to the classification of traffic properties on the multiple ranges of time scales in
Chapter 4, in the respective scopes of time scales,Λ(θ, t) or VAR[Xt ] can be piece-wise approx-
imated by such “regular” functions, for example, VAR[Xt ] in Eq. (4.4) for the M/Pareto model.
In general, the relevant time scaleτq increases monotonically withq. Therefore, for a scope of
queue lengthq : a≤ q≤ b, it leads to the correspondent relevant time scalesτq : τa ≤ τq ≤ τb. If
τa andτb are located in the same time-scale region of the piece-wise approximation, a closed-
form solution can be obtained forτq as well as for the tail probabilityP{Q > q} within the
domainq : a≤ q≤ b.

In Fig. 5.1, example scenarios are studied to illustrate theabove idea. Consider a backbone
channel ofc = 2.5 Gbps with an unbounded FIFO queue. The incoming traffic is modeled
by the M/Pareto process with the Hurst parameterH = 0.8, the mean traffic volume of a
sessionϕ = 10 KBytes, the maximal packet sizelmax = 1000 bytes and the access link rate
ca = 50 Mbps. The distribution of the relevant time scaleτq with respect to the queue lengthq
is plotted for the offered loadsρ = 0.3,0.6,0.9, respectively. Here,τq is calculated numerically
from Eq. (4.14) following the MVA approach.q is measured in the number of packets. The two
dashed horizontal lines mark the boundaries between the time-scale ranges in the piece-wise
approximation of VAR[Xt ] in Eq. (4.4). Boundary 1 refers to the time-scale level oflmax/ca.
Recall that below this level, the traffic exhibits Poisson-alike properties. Boundary 2 denotes
the level ofκ/ca, above which the LRD starts to appear. The segment between Boundary 1 and
Boundary 2 represents a transit phase between the small-time-scale behaviors and large-time-
scale behaviors.

It is seen from Fig. 5.1 thatτq increases monotonically with the increase ofq. Takingρ = 0.6
as the example, there is an obviouscritical point betweenq = 6 andq = 7. For 0≤ q ≤ 6
the relevant time scales are all below Boundary 1 and are distributed in a quite regular way.
According to the MVA analysis, this indicates that the CCDFP{Q > q} with 0 ≤ q ≤ 6 is
decided by the traffic characteristics on the time scales below Boundary 1. Similarly, forq≥ 7,
the relevant time scales are regularly located above Boundary 2. Hence, the large-time-scale
traffic behaviors dominate the queueing performance. This leads to the idea to solve the CCDF
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by using the pure Poisson model in the domain 0≤ q ≤ 6 and using the FBM model in the
domainq≥ 7. As a result, a piece-wise closed-form solution is achieved for P{Q > q}.

Similar behaviors are also observed for the light load (ρ = 0.3) and the heavy load (ρ = 0.9).
Comparing the three load situations, it is found that the critical point in theτq distribution shifts
to the small queue length when the system load grows. This means that the large-time-scale
traffic characteristics gain more significance in the determination of the queueing performance.

Fig. 5.2 depicts the influence of the access rateca of the M/Pareto model on theτq distribution.
ρ is fixed to 0.6.ca is set to 10 Mbps, 50 Mbps and 100 Mbps, respectively. It showsthat a
largeca makes the critical point located at a small queue length. This feature reflects itself in
the resulting CCDF of the queue length, as will be seen in Section 5.2.

5.1.2 Solving Procedure

Section 5.1.1 justifies the piece-wise approximation ofP{Q> q}, which actually generalizes the
time scale decomposition method by the introduction of the relevant time scale concept of the
integrated analysis. The proposed multi-scale queueing analysis is completed in the following
steps:

1. Characterize the traffic in terms of a time-scale-dependent measure, e.g., the effective
bandwidthΛ(θ, t) or the variance process VAR[Xt ]. In case the marginal distribution of
the traffic process can be approximated by a Gaussian distribution, VAR[Xt ] is preferred
for its simplicity.

2. Identify the different traffic behaviors over the time scales and construct the traffic models
for different time scales accordingly. For the backbone traffic, the Poisson process is taken
to model the small-time-scale behaviors and the FBM is used tomodel the LRD on the
large time scales. These models are calledsubmodelsof the traffic process.

3. Separately derive the closed-form solution for each submodel either by the effective band-
width approach or by the MVA method. The solution for each submodel is valid for the
system under the study in a specific scope of the queue length.

4. Derive the overall tail probability of the inspected queue by concatenating the results
obtained in Step 3.

As a further extension, methods other than the integrated analysis approaches can be applied
to solve the submodels of the traffic in Step 3, as long as this simplifies the computation or
leads to a more accurate solution. This provides a highly flexible and intuitive way to solve the
multi-scale queueing problem on the basis of the standard solutions to individual submodels.

5.2 Application for the M/Pareto Traffic

According to the properties of the M/Pareto traffic in Section 4.2.2, theM/D/1 model is used
as the submodel on small time scales. On large time scales, the FBM is taken to model the LRD
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property. Both are standard models that can be solved by a variety of methods. In the following
subsections, the solutions to the submodels are introduced. Simulations are carried out to verify
the accuracy of the analysis in the evaluation of example scenarios.

5.2.1 Solution to theM/D/1 Submodel

TheM/D/1 system is a classical queueing model that can be solved in different ways. While the
precise solution is obtained by the Markov theory [Kle75, Küh06c], the effective bandwidth and
MVA approach provide asymptotic solutions that are easy to be computed. After comparison,
it is found that the solution in [RMV96], which can be also derived from the effective band-
width theory [Kel96], has a good balance between the estimation accuracy and computational
complexity. It suggests an exponential approximation of the tail probability:

P{Qp > qp} ≈ β exp(−γ qp). (5.1)

Here, RVQp is the queue length measured in the number of packets.γ is obtained by solving the
equationρ(exp(γ)−1) = γ whereρ is the offered load. The asymptotic constantβ is elaborately
calculated as [RMV96]:

β =
1−ρ

ρ ·exp(γ)−1
. (5.2)

5.2.2 Solution to the FBM Submodel

For the LRD traffic modeled by the FBM, the tail probability ofQ is derived either by the
effective bandwidth theory or by the MVA approach. Both lead to the equivalent solution
[Nor95, CS98, BC00]:

P{Q > q} ≈ β exp(− c2H (1−ρ)2Hq2−2H

2H2H(1−H)2−2H a c ρ
). (5.3)

For the application in this thesis,β = 1 is assumed. Parametera is further calculated as:

a =
c2H−1

a (2−2H
3−2H ϕ)2−2H

(3−2H) (2H −1) H
. (5.4)

Recall thatH is the Hurst parameter andc is the transmission rate of the server.ca denotes the
access link rate of individual sources.ϕ stands for the mean traffic volume of a session (cf.
Section 4.2.1).

5.2.3 Evaluation of Example Scenarios

The overall queueing performance of the M/Pareto traffic is obtained by Eq. (5.1) for small
queue lengths and by Eq. (5.3) for large queue lengths. For demonstration, the same scenarios
to those in Section 5.1 are inspected. The queueing performance is evaluated in terms of the
queueing timeW normalized by the maximal transmission time per packet. Mathematically
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Figure 5.3: Tail probability of normalized queueing time atdifferent loads (ca = 50 Mbps)

expressed, the normalized queueing timeWp =W/(lmax/c). The tail probability ofWp is derived
from that of the queue length as1:

P{Wp > wp} = P{W > wp
lmax

c
} ≈ P{Q > wp lmax}. (5.5)

In Fig. 5.3, the analytical results are compared with simulations for the light, medium and
heavy load, respectively. The simulation results demonstrate that the CCDF curve for the small
queueing times behaves differently from the part for large queueing times, which results in a
knee pointin the between. Compared with Fig. 5.1, the location of the knee point conforms
to that of the critical point in the distribution of relevanttime scales. This verifies the crucial
influence of the relevant time scale on the queueing performance. Notice that at the light load
(ρ = 0.3), the behavior of large queueing times is “hidden” in the region of very low probability.

Fig. 5.3(a) shows that the solutions from theM/D/1 submodel perform very well in the region
of small queueing times. In Fig. 5.3(b), the estimations from the FBM submodel for the large
queueing times outline the evolution tendency of the curves, but are relatively conservative.
This is due to the rough assumption ofβ = 1 in Eq. (5.3). Further improvement in the estima-
tion accuracy is possible, for example, through the application of the Bahadhur Rao asymptotic
[MV96], the details of which, however, are not further looked at since the focus of this chap-
ter is on the multi-scale queueing analysis by the piece-wise approximation instead of on the
individual submodel.

Corresponding to Fig. 5.2, the influence of the access rateca on the queueing performance
is illustrated in Fig. 5.4. While the CCDF curves for small queueing times are well approxi-
mated by theM/D/1 submodel independent of the values ofca, a large value ofca worsens the
performance significantly in the area of large queueing delay, which is captured by the FBM
submodel. Whenca decreases, the knee point shifts to large queueing times andthe region in

1 Theoretically,W here is actually thevirtual queueing timedefined in the sense of a time-average measure,
which is not always equivalent to the commoncustomer-seenqueueing time. In this thesis, it is assumed that the
difference is negligible.
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Figure 5.4: Tail probability of normalized queueing time for different access rates (ρ = 0.6)

which theM/D/1 submodel is valid is expanded. This is a desirable effect that can be exploited
in the system dimensioning.

5.3 Summary

In this chapter, the relationship between the multi-scale traffic characteristics and the resulting
piece-wise queueing behaviors is inspected by means of the relevant time scale concept on
the basis of the effective bandwidth theory as well as the MVAmethod. This justifies the
decomposition of the traffic process into submodels that arevalid within their respective ranges
of time scales. The queueing performance is thus piece-wiseapproximated by integrating the
solutions of individual submodels.

The novelty of the proposed method lies in the combined application of the time scale decom-
position concept and the theory of the relevant time scale from integrated analytical methods,
so as to possess the advantages of both sides. On the one hand,the form of the final solution is
similar to the closed-form solution of the conventional time scale decomposition method devel-
oped in the performance study of ATM networks (cf. Section 4.3.1). There is no need to carry
out complex optimization procedures to quantitatively determine the relevant time scales as re-
quired by the integrated analysis. On the other hand, the proposed method applies the effective
bandwidth or variance process as the generic traffic measureto characterize and identify the
traffic properties on multiple time scales. This provides anintuitive general way to determine
the time-scale dependent submodels for the time scale decomposition approach, which could
otherwise be an intricate task. These advantages make the proposed method very practical for
the the system analysis concerning complex traffic patternson multiple time scales.



6 Service Guarantee in an Edge Node

In this chapter, the solution to the service guarantee in an OPS/OBS edge node is provided
with respect to the QoS requirements outlined in Chapter 3. InSection 6.1, the possible frame
scheduling architectures are discussed. The system model to be inspected is derived and the
admission control problem is formulated. It is figured out that the mean frame size and the
probability distribution of the frame queueing delay are the two most important measures in the
QoS provisioning. In Section 6.2, traffic models to be applied in the performance analysis are
introduced. The mean frame size is analyzed in Section 6.3 and its relevance to the processing
load in SCUs is evaluated. Section 6.4 is devoted to the analysis of the frame queueing delay.
The analytical method proposed in Chapter 5 is applied. Simulations are carried out for the
verification and more elaborate delay estimation. Based on the results of Section 6.3 and 6.4,
a comprehensive analysis is performed in Section 6.5 to study how the system throughput is
constrained by the delay budget in the edge node. In Section 6.6, a novel admission control
algorithm is proposed. Guaranteed services are supported by meeting with the requirements in
all three aspects: the traffic load on the data path of switches, the processing load in SCUs and
the delay in the edge node. This chapter is summarized in Section 6.7.

6.1 Overview

6.1.1 Architectures for the Frame Scheduling

Various schemes can be applied for the frame scheduling in anedge node. Since forward-
ing equivalence classes (FEC) are typically classified according to the service class and egress
node address, a hierarchical scheduler [FJ95, Bod04] is therefore a natural choice, an example
of which is illustrated in Fig. 6.1(a). Here, the flows of different service types are scheduled
according to the static priority allowing the guaranteed services to monopolize the transmis-
sion capacity. Alternatively, the disciplines on the basisof the generalized processor sharing
(GPS) principle [Sta02, KMK04] can be deployed to assure a minimal bandwidth allocation
for each service type to realize the inter-class QoS separation. Weighted fair queueing (WFQ)
[Zha95, KMK04], worst-case fair weighted fair queueing (WF2Q) [BZ96] and self-clocked
fair queueing (SCFQ) [Gol94] are among this kind of scheduling policies. Within the best ef-
fort services, the relative fairness between the flows becomes an issue so that the round robin
scheduling as well as its extensions like weighted round robin (WRR) [KSC91] and deficit
round robin (DRR) [SV96] is applicable. The flows of guaranteedservices are generally sub-
ject to the per-flow admission control and traffic policing sothat the fairness issue is not so

67
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Figure 6.1: Frame scheduling and channel sharing in an edge node

crucial as that in the best effort services. The FIFO discipline can serve as a simple and practi-
cal solution. If further differentiation with respect to the delay performance is desired, earliest
due first (EDF) scheduling [SC99] can be used as the intra-class scheduling of the guaranteed
services. However, the realization complexity is relatively high, especially when the number of
flows is large.

The hierarchical scheduling scheme assures an efficient useof the bandwidth by sharing a group
of wavelength channels among all flows. On the other hand, since each wavelength channel has
a very high transmission rate, e.g., up to 40 Gbps with today’s mature technologies, the full
sharing of multiple channels sets forth the requirement of an ultra high bus bandwidth in the
digital design of the electronic edge node. This can be very expensive or even infeasible. On
this account, it makes sense to apply the channel partitioning and allocate dedicated channels for
each service class, as shown in Fig. 6.1(b). With such a static allocation scheme, the inter-class
scheduling is also exempted.

6.1.2 System Model

Both the inter-class scheduling in Fig. 6.1(a) and the channel partitioning scheme in Fig. 6.1(b)
assure a good QoS separation of guaranteed services from best effort services. Consequently,
the guaranteed services can be modeled independently.

In this thesis, the attention is confined to one individual class of guaranteed services. A system
model including multiple FEC flows is depicted in Fig. 6.2. Here, the totaln FEC flows are of
the same service class and are distinguished from each otheronly by the address of the destined
egress node. Each flow is assembled by the combined time/size-based assembly scheme with
the control parameters of the timeout periodtth and the size thresholdsth. After the assembly,
the frames are aggregated to a transmission buffer and sent by the server. The server represents
an abstract channel with a transmission ratec corresponding to the allocated bandwidth as-
sured either by the inter-class scheduling in the hierarchical scheduling scheme or by the static
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channel allocation in the channel partitioning approach. The frame transmission is scheduled
according to the FIFO discipline. In the sections later, it will be shown that FIFO suffices for the
scheduling of the assembled traffic. The dashed line in the graph represents the flow of frame
headers, which are transmitted either on a separate controlchannel for out-of-band signaling or
on the same channel with data frames in the case of in-band signaling.

Since the frame size has a direct impact on the loss performance in the core network, for the
FECs of the same service class it is practical to fixsth to the same value for the sake of fairness.
Also, this serves as an appreciative feature to limit the variability in the frame size to improve the
overall frame loss performance in core switches. On the other hand, the FECs can have different
delay budgets allocated for the edge node because their E2E propagation delay through the core
network can differ from each other. Correspondingly, the timeout period can be diverse between
the FECs and is denoted bytth,i for individual FECi. In case of no confusion in the context,tth
will also be used to refer to the timeout period of an assembler in general.

As the electronic gateway to the all optical transport network, an edge node should assure a
very small traffic loss probability. For the performance study, the data loss is neglected in this
thesis. An unbounded transmission buffer is assumed to focus the evaluation on the queue length
distribution and the closely related delay distribution. However, it is worth to point out that the
obtained results can be further applied to derive the loss probability in case of the limited buffer
size [KS98].

Special attention should be paid when an OBS edge node is concerned and an offset time is
necessary between each header packet and the correspondingdata frame. To this end, the data
frame must be delayed on purpose in the transmission buffer.If all the FECs have the same
offset time setting, the impact of the offset time on the performance of an edge node is nothing
but a constant delay equal to the offset time. In this light, it is not necessary to explicitly
model the offset time in a stochastic delay analysis. This thesis pertains to this paradigm.
On the contrary, if there are large diversities in the offsettimes among FECs (e.g., the offset-
time-differentiation scheme for QoS differentiation), there is a further degree of freedom in the
channel scheduling which is similar to the channel scheduling in core switch nodes. Further
details on this issue were reported in [Per06].
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6.1.3 Admission Control Problem

In connection with the discussion in Chapter 3, for the guaranteed QoS provisioning the admis-
sion control must be realized in the edge node to check whether the service requirements can be
satisfied or not. To parametrize the admission control problem defined in Fig. 3.5, each FEC is
here regarded as an individual service request without lossof generality. For an arbitrary FECi,
the sustainable data rater∗dat,i and sustainable header rater∗sig,i can be specified on the E2E path
through the core network. As long as the real data raterdat,i and header ratersig,i of this FEC
do not exceed the respective specification, the performancerequirements on the frame blocking
probability and on the timely processing of frame headers can be assured in core switches. In
this sense,r∗dat,i and r∗sig,i represent the amount of available resources in the core network for
FEC i. Let rreq,i denote the requested data rate of FECi. rreq,i is then the upper bound of the
real data rate, i.e.,rdat,i ≤ rreq,i. Neglecting possible frame overheads (e.g., bits for errorcorrec-
tion, etc.) added by the assembly procedure to the data frames, the admission control algorithm
should keep track ofrreq,i such that the following conditions always hold:

1. rreq,i ≤ r∗dat,i

2. the resulting header ratersig,i under any data raterdat,i ≤ rreq,i does not exceedr∗sig,i

3. the sum of the assembly delay and queueing delay is boundedby the delay budgetδ∗i .

While Condition 1) is straightforward, Condition 2) assures that the generated header ratersig,i

is always bounded byr∗sig,i. rsig,i is derived fromrdat,i by the formula:

rsig,i =
rdat,i

E[Sb]
(6.1)

whereE[Sb] is the mean of the frame sizeSb. Note thatE[Sb] further depends on the data traffic
raterdat,i and assembly parameters, which needs a closer inspection.

The variable delay in the edge node is composed of the assembly delay Ta in the assembly
buffer and the queueing delayW in the transmission buffer. The delay here is measured by the
upper bound of the delay component as described in Chapter 3. SinceTa is absolutely limited
by the timeout periodtth,i according to the assembly mechanism, Condition 3) is reducedto the
guarantee of a statistical queueing delay bound that equalsto δ∗i − tth,i. For this purpose, the
probability distribution function ofW is to be analyzed.

Note that hitherto the assembly parameters are regarded as given parameters that are fixed. In
a realistic network scenario, this is generally true forsth because it is closely related to the
resource dimensioning (e.g. FDL buffer) as well as the system performance in core switches
and can be treated by the edge node as a predefined parameter.tth,i, on the other hand, can
be adjusted flexibly according to the system status in the operation. The admission control
algorithm also includes the task to determine the parametertth,i for the individual FECi.
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6.2 Traffic Models

Because the M/Pareto model has a good capability in capturingthe time-scale dependent char-
acteristics of aggregated traffic, it will be used to model the client traffic in the edge node. The
Hurst parameterH is set to 0.8. The mean traffic volume of a sessionϕ = 10 KBytes and the
maximal packet sizelmax = 1000 bytes.

For comparison, the Poisson process will be applied as a reference model for the packet arrival
process of the client traffic. The packet lengthL is i.i.d. with P{L = 40 bytes} = 0.49, P{L =
576 bytes} = 0.17, P{L = 1500 bytes} = 0.17 and P{L = x bytes} = 0.17/535 for 41≤x≤575
[kcMT98].

6.3 Evaluation of Frame Header Rate

Since the frame header rate is related to the data rate through the mean frame size, an approx-
imate closed-form solution ofE[Sb] is derived first in the following subsection. Then, with
respect to Condition 2) of the admission control in Section 6.1.3, the evolution of the header
rate with an increasing data rate is specially evaluated. Inthe both studies, only an individual
FEC needs to be modeled. Therefore, the FEC indexi in the subscript of parameters is omitted
in the presentation.

6.3.1 Approximate Analysis of Mean Frame Size

A quantitative estimation ofE[Sb] can be performed on the basis of the variance process of the
client traffic by approximating the marginal distribution of the traffic arrival with the Gaussian
distribution.

Let Ut denote the amount (in bytes) of client traffic arrival at the observed FEC within an
arbitrary time interval oft. The mean traffic rate equals tordat. The variance process of the
traffic is represented by VAR[Ut ]. The client traffic is treated as a fluid flow andUt is a general
process with a probability density function (PDF) ofpt(u).

With a pure time-based assembly and the timeout periodtth, the frame sizeSb is approximately
equivalent toUtth with the PDFptth(u). For the inspected combined time/size-based assembly,
the size thresholdsth further constrains the frame size. As a result, the PDF ofSb is a truncated
function of ptth(u) with an upper boundu = sth. The mean frame size is thus calculated as:

E[Sb] =
Z sth

0
u· ptth(u)du+sth ·P{Utth > sth} (6.2)

Assume thatptth(u) follows a Gaussian distributionN(µ,σ2) with µ = rdat · tth and σ2 =
VAR[Utth]. After some derivation, Eq. (6.2) leads to:

E[Sb] = µ (1−Φ(
µ−sth

σ
))− σ√

2π
exp(−(µ−sth)

2

2σ2 )+sth (1−Φ(
sth−µ

σ
)) (6.3)
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Figure 6.3: Comparison between approximate analysis and simulation

whereΦ(u) is the distribution function of the standard Gaussian distributionN(0,1).

To verify the goodness of the approximation, the analyticalresults are compared with the sim-
ulations. In the simulation tool, the size threshold is realized as an absolute upper bound on
the frame size. The normalized mean frame size is plotted against the client traffic raterdat

in Fig. 6.3. The incoming client traffic is modeled by the Poisson process and the M/Pareto
model, respectively. To determine the parameter VAR[Utth], the variance process of the Poisson
process is derived by the standard probability theory [AK93, Küh06c] and the variance process
of M/Pareto model is obtained from Eq. (4.4). For the assembly parameters,tth = 1.5 ms and
sth takes different values of 16 KBytes, 32 KBytes and 64 KBytes.

For the Poisson process, Fig. 6.3(a) shows that the analysisleads to good estimations of the
mean frame size in general. A bit deviation appears in the saturation region, typically for the
small sth (16 KBytes). This is because the variability of the packet length prevents the frame
size fully reachingsth even at high data rates, the effect of which is not captured bythe analysis
based on the fluid-flow model. For the moderate and large values ofsth (32 KBytes, 64 KBytes),
however, this effect is negligible.

With the M/Pareto model in Fig. 6.3(b), it can be seen that theanalysis results in a certain
underestimation. This is attributed to the approximation by the Gaussian distribution that has
its domain covering also the negative values. This phenomenon is not obvious in Fig. 6.3(a)
because the Poisson process has a relatively small VAR[Utth] and the deviation resulting from the
negative values fades off. On the contrary, the M/Pareto traffic has the self-similarity property
which indicates a much larger variability in the traffic process. This reduces the preciseness
of the modeling through the Gaussian distribution. Nevertheless, for the moderate and large
values of the size threshold (32 KBytes, 64 KBytes), the analytical results are very close to the
simulation results and serve as tight approximations ofE[Sb].
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6.3.2 Evolution of the Header Rate dependent of the Data Rate

All above results show that the evolution of the mean frame size with the data rate follows a
concave curve, which can be interpreted in an intuitive way.At small rdat the frame assembly
is mostly triggered by the timeouttth. From Eq. (3.8),E[Sb] under a pure time-based assembly
is linearly proportional tordat. Whenrdat gets large, the probability that the frame size reaches
sth increases. The increase ofE[Sb] with rdat is gradually suppressed until at lastE[Sb] ≈ sth

asymptotically. This evolution process is illustrated in Fig. 6.4.

Connecting an arbitrary point on the curve with the point of origin and denoting the angle to
the x-axis withα (cf. Fig. 6.4), from Eq. (6.1) it is easy to see that the headerratersig equals to
ctan(α). Since the curve is concave, ctan(α) is non-decreasing withrdat. So isrsig. This means
that if the requested data rate isrreq and the corresponding header rate under fixed assembly
parameters satisfiesrsig ≤ r∗sig, then for allrdat≤ rreq the resulting header rate does not exceed
r∗sig. In other words, to assure Condition 2) of the admission control (cf. Section 6.1.3), it
suffices to check the conditionrsig ≤ r∗sig only for the requested data raterreq.

In Fig. 6.5, rsig in header packet per second (pps) is plotted with respect to different traffic
parameters. The access link rateca of the M/Pareto model is specially inspected. The results
are calculated according to Eq. (6.1) and (6.3) fortth = 1.5 ms andsth = 64 KBytes. It is
shown that the large access link rate leads to a fast increaseof rsig because the large traffic
variability postpones the convergence ofE[Sb] to sth. By analyzing the critical time scale (cf.
Section 4.2.2) of the M/Pareto model, it can be further figured out thatrsig increases as slowly
as the Poissonian traffic when the critical time scale is larger than (e.g., 8 ms forca = 1 Mbps)
or close to (0.8 ms forca = 10 Mbps) the time thresholdtth. The cases with relatively small
critical time scale (0.16 ms forca = 50 Mbps and 0.08 ms forca = 100 Mbps) have obvious
faster increases in the header rate. Therefore, it is beneficial to settth at least equal to the critical
time scale of the client traffic as long as the delay budget allows for it.
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6.4 Queueing Delay Analysis

The queueing performance in the transmission buffer is muchinfluenced by the assembly pa-
rameters of each FEC. Since the assembly time threshold is typically different between the
FECs, a general analysis taking into consideration of all these parameters would be difficult and
not scalable with respect to the number of the FEC flows aggregated.

In this section, the impact of the time threshold and size threshold is studied first. It shows that
the worst queueing performance occurs when the assembly is dominated by the size threshold
so that the frame size is maximized. This corresponds to the maximal degree of assembly. Un-
der this condition, the variance process of the frame departure flow from an individual assembly
buffer is derived, which highlights the impact of the assembly procedure on traffic characteris-
tics over multiple time scales. The queueing performance for the frame departure flow assem-
bled by the pure size-based scheme is analyzed by the multi-scale analytical method introduced
in Chapter 5.

6.4.1 Worst Case Assembly

As mentioned in Section 3.2.2.1.3, significant influence of the assembly procedure on traffic
characteristics lies in two aspects. On the one hand, the variability of the assembled frame
inter-departure time is smaller than that of the packet interarrival time in the client traffic. On
the other hand, the frame size is much larger than the packet size. In particular, the large frame
size means large instantaneous peak of workload in the arrival process, which is detrimental
for the queueing performance. In [BPR01], it is heuristicallyshown that the transform of a
packet arrival process by aggregating packets into large frames results in a more variable traffic
process. This indicates that the assembly can lead to a worseperformance in the transmission
buffer.

The above intuitive conception is verified by extensive simulation studies for both Poisson and
M/Pareto traffic model. Representative results are shown in Fig. 6.6 in terms of the CCDF of
the queueing delayW in the transmission buffer with respect to different valuesof the timeout
period. Here, the system loadρ = 0.9, the FEC numbern = 20 and the size thresholdsth =
64 KBytes. The total offered traffic is equally distributed tothe 20 FECs and all FECs have the
same timeout periodtth. For the M/Pareto model, the access link rateca = 50 Mbps.

It can be seen that with both traffic models the queueing delaycontinuously increases with
the increasingtth and finally converges to be constant irrespective of the further changes oftth.
This is due to the fact that the increase oftth leads to larger sizes of the assembled frames.
However, whentth becomes large enough, the parametersth dominates the assembly control
and the frame size reaches its maximum. Further changes oftth have no more influence. So, the
worst queueing performance appears when the size thresholddominates the assembly control.
In this case, the assembly behaves like a pure size-based scheme.

It is further noticeable that the queueing delay only gets worse in the range of smallw with the
increasingtth. For largew, tth causes little difference. This is because the assembly procedure
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Figure 6.6: Impact of timeout period on the queueing delay inthe transmission buffer

has little impact on the large-time-scale characteristicsof the passing traffic, which will become
clearer in the following sections.

With the pure size-based scheme as the worst case, the assembler is quite similar to a packe-
tizer. However, previous studies on the performance impactof packetization were typically for
periodic bit flows [BhH89, KMK04] or in the paradigm of the deterministic queueing analysis
[BT01]. Those results are not applicable for the assembly scenario in the OPS/OBS edge node.

The following sections will concentrate on this worst assembly case and the influence of the
parametertth will be neglected.

6.4.2 Characterization of Assembled Traffic

In this section, the variance process of the output traffic from an individual pure size-based burst
assembly is analyzed. The same notations as defined in Section 6.3.1 are applied:Ut denotes
the amount of the fluid-flow client traffic within an intervalt and pt(u) is the PDF ofUt . The
mean value E[Ut ] = rdat · t. Vt stands for the number of frame departures from the assembly
buffer within the intervalt. The frame inter-departure time is denoted byD.

With the pure size-based assembly, the frame size can be approximated with a constant size
equal tosth. Therefore, E[Vt ] = E[Ut ]/sth. In contrast to the mean value, a sample value of the
RV Vt must always be integer. It is either equal to⌊Ut/sth⌋+1 or ⌊Ut/sth⌋, depending on how
the arbitrarily selected segment ofUt spans over the multiple assembled frames, as illustrated
in Fig. 6.7. In the picture, the linear horizontal axis represents the data volume and the series of
downward arrows stand for the departures of frames with the sizesth. Let ξu denote the residual
of the divisionUt/sth, i.e.,ξu =Ut/sth−⌊Ut/sth⌋. Fig. 6.7(a) shows that when the portion of the
first frame inVt covered byUt does not exceedξu, it turns out thatVt = ⌊Ut/sth⌋+1. Otherwise,
as depicted in Fig. 6.7(b),Vt = ⌊Ut/sth⌋. As the RVξu is actually uniformly distributed between
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0 and 1, it can be derived [BPR01]:

Vt =

{

⌊Ut/sth⌋+1 with probabilityξu,

⌊Ut/sth⌋ with probability 1−ξu.
(6.4)

And the variance process VAR[Vt ] is calculated as [BPR01]:

E[Vt
2]−E[Vt ]

2 =
Z ∞

0
E[Vt

2|Ut = u]pt(u)du−E[Vt ]
2

=
Z ∞

0
(ξu(⌊

u
sth

⌋+1)2 +(1−ξu)(⌊
u
sth

⌋)2) · pt(u)du− (
E[Ut ]

sth
)2 (6.5)

Notice that Eq. (6.5) can be rewritten as:

VAR[Vt ] =
Z ∞

0
((⌊ u

sth
⌋+ξu)

2 +(ξu−ξ2
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sth
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u) · pt(u)du+
VAR[Ut ]

s2
th

(6.6)

A closed-form solution for Eq. (6.6) is hard to obtain due to the floor function involved in
the computation ofξu. However, it clearly illuminates the relationship betweenVAR[Vt ] and
VAR[Ut ]. Since 0≤ ξu < 1, the integral term in Eq. (6.6) is always positive. That is to say,
the traffic variability in terms of the variance process is increased after the assembly process,
indicating that a worse queueing performance can be resulted in the subsequent transmission
buffer.

In the following subsections, the approximate solution to VAR[Vt ] is to be derived for small and
larget, respectively. It will be shown that on small time scales thevariance structure VAR[Vt ]
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resembles that of a constant bit rate (CBR) flow with the constantinterarrival time equal to
E[D]. On large time scales, the assembly procedure makes no great change in the variance
process other than a constant increment.

6.4.2.1 Small-Time-Scale Approximation

On the small time scalet → 0, the probability for large values ofUt becomes very small such
thatP{Ut ≤ sth} ≈ 1. Becauseξu = Ut/sth for 0≤Ut < sth, it is obtained from Eq. (6.6):

VAR[Vt ] ≈ E[Ut ]

sth
− E[U2

t ]

s2
th

+
VAR[Ut ]

s2
th

=
E[Ut ]

sth
− E[Ut ]

2

s2
th

=
rdat t
sth

− (
rdat t
sth

)2 (6.7)

Taking the fact that the mean frame inter-departure timeE[D] = sth/rdat and definingηt =
t/E[D]−⌊t/E[D]⌋. Eq. (6.7) leads to the small-time-scale approximation:

VAR[Vt ] ≈ ηt −η2
t (6.8)

where 0≤ηt < 1. It can be shown based on the results in [NRSV91] that Eq. (6.8) is actually the
variance process of a CBR flow with a constant interarrival timeequal to E[D]. This indicates
that on small time scales the variance structure of the assembled traffic resembles the pattern of
a CBR flow.

6.4.2.2 Large-Time-Scale Approximation

Since 0≤ ξu < 1 is a periodic function ofu with the period equal tosth, the integration operation
in Eq. (6.6) can be represented by a sum of piecewise integration:

VAR[Vt ]−
VAR[Ut ]

s2
th

=
∞

∑
k=0

Z sth

0
(

ζ
sth

− (
ζ
sth

)2)pt(k sth +ζ)dζ (6.9)

On large time scales, both E[Ut ] and VAR[Ut ] are large and the span of PDFpt(u) is much
larger thansth. Therefore,pt(k sth+ζ)≈ pt(k sth) for 0< ζ < sth. Eq. (6.9) is approximated as:

VAR[Vt ]−
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th
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6
≈ 1

6
(6.10)

This leads to the large-time-scale approximation:

VAR[Vt ] ≈
1
6

+
VAR[Ut ]

s2
th

(6.11)
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6.4.2.3 Simulation and Numerical Solution

To have a complete view of the variance structure and verify the small-/large-time-scale ap-
proximation of VAR[Vt ], the variance process is studied by solving Eq. (6.6) numerically and
also by simulations. For the numerical computation, the PDFpt(u) is assumed to be a Gaussian
distribution and is specified by matching its mean and variance to those of the Poisson process
and the M/Pareto model.

In Fig. 6.8, the numerical solution of VAR[Vt ] is compared with simulation results. The nor-
malized variance processes VAR[Ut ]/s2

th of the respective packet traffic are also plotted. For
both Poisson process and M/Pareto model, the mean traffic rate is 450 Mbps. In the M/Pareto
model, the access link rateca = 50 Mbps. The size threshold is 64 KBytes. It can be seen that
the numerical solutions and the simulation results conformwith each other so well that they
cannot be distinguished in the figure. This justifies the application of the Gaussian Distribution
for pt(u) and the computation precision.

In Fig. 6.9, only the numerical solutions are inspected withrespect to different traffic param-
eters. For comparison, the variance process of the corresponding CBR flow from Eq. (6.8) is
also shown. The setting of the traffic parameter is similar tothe case of Fig. 6.8 except that the
influence of the access link rate of the M/Pareto model is specially studied. For this purpose,ca

is set to 10 Mbps and 100 Mbps, respectively.

It can be observed that for both traffic models the variance structure of the assembled traffic
looks similar to the normalized variance process of the client traffic incremented by a positive
factor. This factor fluctuates periodically on small time scales and converges to be constant with
the increasing time scale. This phenomenon is exactly explained by the form of the Eq. (6.6).
On small time scales, VAR[Vt ] is tightly consistent with the variance process of the CBR flow,
which verifies the small-time-scale approximation. Especially, the decreasing parts of the vari-
ance structure in the assembled traffic and the CBR flow are an indication of the existence of
negative correlation, which is caused by the floor function.On large time scales, the variance
processes of the assembled traffic and client traffic tend to be parallel. A closer inspection
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discovers that the difference between them is about 0.16. This is consistent with the large-time-
scale approximation in Eq. (6.11).

Noticeable difference between the two traffic models lies inthe dramatic increase of VAR[Vt ]
with t in the case of the M/Pareto model due to the LRD property. As a result, VAR[Vt ] con-
verges faster to the large-time-scale approximation. On very large time scales, the constant
item of 1/6 in Eq. (6.11) becomes negligible, meaning that the assembly procedure has little
influence on the large-time-scale traffic characteristics.This coincides with the previous work
[HDG03] showing that LRD is immune to the traffic assembly. Also, it explains the overlap
in the tails of the delay CCDF curves in Fig. 6.6, i.e., the traffic behaviors on the respective
relevant time scalesare insusceptible to the different settings of the timeout periodtth.

The access link rateca of M/Pareto model has a significant impact on the traffic characteristic.
A large value ofca (e.g. 100 Mbps) makes the traffic variance grow very fast withthe time
scale and the CBR-similar behavior inVt diminishes quickly. On the other hand, a small access
link rate (e.g. 10 Mbps) results in a relatively mild evolution ofVt and the negative correlation
structure on small time scales is more apparent.

6.4.3 CCDF of the Delay

According to the theory of the relevant time scale introduced in Chapter 4 and 5, the small-
/large-queue performance of a delay system is dominated by the traffic characteristics on
small/large time scales, respectively. Corresponding to the different traffic characteristics of
the assembled traffic on small and large time scales, the CCDF ofthe queue length in the trans-
mission buffer is obtained by the approximation for small queue and large queue, respectively.

For the derivation of the delay CCDF, it is assumed that the client traffic flows distributed to
then FECs are independent of each other. The focus of this chapter is placed on the cases with
homogeneous traffic, which means that all FEC flows have the same setting in the traffic param-
eters (e.g., the traffic intensity) as well as in the size thresholdsth. In Appendix A, the scenarios
with FEC flows of different traffic intensities are studied and compared with the homogeneous
cases. It shows that with a fixed system load and a fixed number of FECs, the worst tail behavior
in the delay CCDF is resulted by the homogeneous traffic.

The queue length is measured either in the number of bufferedbytesQ or in the number of
backlogged framesQb. As introduced in Chapter 5, the queueing delayW is further calculated
by P{W > w} ≈ P{Q> c·w}= P{Qb > c·w/sth}. In the illustration, the normalized queueing
time defined asWb = W/(sth/c) is also adopted.

6.4.3.1 Small-Queue Approximation

As shown in Section 6.4.2.1, on small time scales, the variance process of an individual frame
departure flow is analogous to a CBR flow, the arrival period of which is equal to the mean
frame inter-departure time E[D]. As a result, the superposition of the assembled traffic behaves
like the multiplexing ofn CBR flows on the small time scales. According to the multi-scale
queueing analysis in Chapter 5, the standard queueing model for the superposition of periodic
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traffic can be applied for small queue lengths as long as the relevant time scale is located in the
range of small time scales.

Since then FEC flows are homogeneous, the frame flows have the same E[D]. So, the tail
probability of the backlogged frames is estimated according to thenD/D/1 model [NRSV91]:

P{Qb > qb} ≈ ∑
qb<k≤n

(

n
k

)

(
k−qb

φ
)k(1− k−qb

φ
)n−k(

φ−n+qb

φ−k+qb
). (6.12)

Here,qb ∈ {0,1, ...,n−1} andρ denotes the total system load.φ is the ratio of E[D] and the
frame transmission duration, i.e.,φ = E[D]/(sth/c). It can be derived thatφ = n/ρ.

Note that the small-queue performance derived here does notdepend on specific models of the
client traffic, because the small-time-scale characteristic of the assembled traffic obtained in
Section 6.4.2.1 is a quite general result.

6.4.3.2 Large-Queue Approximation

Eq. (6.11) illuminates that on large time scales the assembly does not change the form of the
variance process, but just results in a constant increase inthe variance. With the independent
and homogeneous traffic for then FECs, the variance process of the aggregated trafficXt (in
bytes) at the input of the transmission buffer (cf. Fig. 6.2)is:

VAR[Xt ] = n s2
th VAR[Vt ] ≈

n s2
th

6
+n VAR[Ut ]. (6.13)

To explore the influence of the assembly on the large-queue performance, the MVA upper bound
in Eq.(4.15) is applied. Insertion of Eq. (6.13) into Eq. (4.12) leads to:

P{Q > q} ≈ β exp(−g(q,τq)
2

2
)

whereg(q,τq)
2 is computed as:

g(q,τq)
2 = inf

t≥0

(q+(c− r) · t)2

VAR[Xt ]

= 1/sup
t≥0

VAR[Xt ]

(q+(c− r) · t)2

≈ 1/sup
t≥0

n s2
th/6+n VAR[Ut ]

(q+(c− r) · t)2 . (6.14)

Here, r = n · rdat. The first termn · s2
th/6 in the numerator of the sup-operation is constant

and reflects the affection of the increased variance throughthe assembly. The second term
n·VAR[Ut ] is exactly the influence of the original client traffic on the queueing performance in
case that the traffic would not experience the assembly. Because traffic processes generally have
the monotonically increasing VAR[Ut ] with t, the second term becomes dominate fort → ∞.
This happens when largeq is concerned, in which case the relevant time scaleτq is located in
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the range of large time scales. That is to say, the exponent part in the MVA upper bound of
the queue distribution is decided by the original characteristics of the incoming client trafficUt .
The impact of the assembly can be ignored on this point.

On the basis of this insight, a short view is given regarding the specific large-queue approxima-
tions for the Poissonian traffic arrival and M/Pareto model,respectively.

Poisson Process

For the Poisson arrival process, the variance process is a linear function of time scalet. After
multiplexing, the variance process still has the form ofv· t with v:

v =
n

∑
i=1

λi VAR[L]+
n

∑
i=1

λi E[L]2. (6.15)

L denotes the packet length of client traffic.λi refers to the packet arrival rate at FECi and
∑n

i=1λi = ρ c/E[L]. Insert the linear functionv · t into Eq. (4.15) and apply the MVA analysis,
it is derived that:

P{Q > q} ≈ β exp(−2 c (1−ρ) q
v

). (6.16)

The accurate determination of the asymptotic constantβ is known to be a complex problem
[CLW96, CS98]. Assembled from the client traffic modeled by the Poisson process, the frame
inter-departure time of each FEC flow is i.i.d. and is less variable than that of the negative
exponential distribution (cf. Chapter 3). According to [CLW96], the asymptotic tail probability
of the queue injected by the superposition of such flows shallhaveβ > 1. Especially,β depends
on the number of the aggregated flowsn and the total system loadρ. This thesis does not go
into the technical details in [CLW96] to analyzeβ. Instead, simulations will be carried out to
supplement the study on this issue.

M/Pareto Model

Since the M/Pareto process converges to the FBM process on large time scales, which is not
influenced by the traffic assembly, the solution in Eq. (5.3) in Section 5.2.2 is to be applied for
the large-queue approximation. For an analytical determination of the asymptotic constantβ
with the LRD traffic, even less knowledge is available in comparison with the above Poissonian
case in which the frame departures still follow a renewal process. So, it will be studied by
means of simulations.

6.4.4 Evaluation of System Scenarios

In this section, systematic scenario studies by means of simulations are presented to verify
and supplement the analysis in the preceding section. At thesame time, it also provides an
illustrative overview of the queueing performance in the OPS/OBS edge node with respect to
different system parameters. In the evaluation, homogeneous FEC flows are considered. The
client traffic is synthesized with the Poisson process and M/Pareto model, respectively.
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wrt. n for the Poisson process
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Figure 6.11: Influence of the frame size on
the queueing delay for the Poisson process

6.4.4.1 Poisson Process

With the Poisson process as the traffic model, the impact of the number of FECsn as well as
the size thresholdsth is first looked at. By comparing the results from the simulation and the
analysis, the accuracy of the analytical solution is evaluated. Especially, the parameterβ in the
large-queue approximation is to be determined experimentally.

Fig. 6.10 illuminates the evolution of the queueing delay distribution in dependence on the
number of FEC flowsn. The total offered load is fixed to 0.9. Pure size-based assembly is used
with sth = 64 KBytes. The queueing delay is normalized by the frame transmission duration
and is denoted byWb. The small queue approximations withnD/D/1 model are limited in the
range of 0≤Wb < n sincen is the maximal queue length in anD/D/1 system. The large queue
approximation with Eq. (6.16) for the Poisson process is denoted by EXP in the graph. The
asymptotic constantβ is set to 1 for the illustration.

It shows that the delay performance gets worse with largern because the higher degree of
superposition increases the variability of the frame arrival process on small time scales, which
is similar to the cell level congestion in an ATM switch [RMV96]. In comparison with the
simulation results, thenD/D/1 serves as a tight approximation in the region of small queues.
Especially, the concave form of the CCDF curves indicates the negative correlation in the frame
arrival process on the relevant time scales, which is well captured by thenD/D/1 model.

The large-queue behavior is distinguishable in the case ofn = 2. The CCDF curve tends to
be linear in the logarithmic coordinate, and becomes parallel to the analytical result from the
large-queue approximation. This verifies the solution of the exponent part in Eq. (6.16). The gap
between the simulation result and the analytical result comes from the presumption ofβ = 1,
which underestimates the tail probability of large queue. For n = 5,10,20, the small-queue
behavior becomes more apparent. The large-queue behavior is correspondingly shifted to the
unobservable region of very small occurrence probability (below 10−6), which is very difficult
to be captured by common simulation technologies. However,the shapes of the curves indicate
that the actual value ofβ for the large-queue behavior increases with growingn.
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Figure 6.12: Influence of the system load on the queueing delay for the Poisson process

The normalized queueing delay under the setting of smaller frame size is quite similar to
Fig. 6.10. To provide more insights into the impact of the frame size, in Fig. 6.11 the CCDF of
the absolute queueing delayW is plotted forsth = 16, 64 KBytes andn= 2, 5 respectively. The
load remains 0.9. Only the simulation results are shown for abetter readability of the graph.
It is seen that the small-queue behavior becomes larger withthe larger frame size, which leads
to an obvious singular point between the small- and large-queue region. The small frame size,
on the other hand, triggers an earlier emergence of the large-queue behavior. Irrespective of the
setting ofsth andn, the CCDF curves for the large values of the delay are parallel to each other,
as long as the large-queue behavior begins to show up there. This is consistent with the solution
in Eq. (6.16) as it is noticeable that the exponent is independent ofsth andn. Finally, comparing
the linear large-queue segments forsth = 16 KBytes and 64 KBytes (typicallyn = 2), it is clear
that the large frame size leads to a largeβ.

In Fig. 6.12, the analytical results are further compared with the simulations with respect to
different system loadsρ. Since the degree of the underestimation of the large-queueCCDF
by the presumptionβ = 1 increases withn andsth according to the preceding discussion, rela-
tively largen andsth are chosen here to evaluate the accuracy of the analysis, i.e., n = 20 and
sth = 64 KBytes. In Fig. 6.12(a), it is seen that for the system load up to ρ = 0.95, the small-
queue behavior dominates the queue distribution in the illustrated range of the probability and
the small-queue approximation by thenD/D/1 model performs very well. The large-queue be-
havior occurs with very small probability and is not observable in the graph. On the other side,
Fig. 6.12(b) shows the case of an extremely high loadρ = 0.99. Here, thenD/D1 approxima-
tion can not sufficiently keep up with the real tail probability due to the very high load. This is
intuitive to be understood: annD/D/1 system has the queue length always bounded byn even
for ρ = 1, which is not true for the inspected edge node model. This limitation becomes critical
in the heavy load situation. By contrast, the large-queue behavior begins to exhibit itself much
earlier, the shape of which is well estimated by the large-queue analysis with however relatively
large underestimation due to the fixed setting ofβ = 1 in the approximation.

Summarizing, the small-queue approximation by thenD/D/1 model performs generally well
except for the extremely high load situation. The large-queue approximation with the asymp-
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Figure 6.14: Influence of the frame size on
the queueing delay for the M/Pareto model

totic constantβ = 1 causes a certain underestimation. Nevertheless, the underestimation is small
whenn andsth are not large. On the other hand, for largen andsth, as long as the system load
is not very high, the large-queue behavior is suppressed by the small-queue behavior in the per-
formance scope of most practical interests. For example, toevaluate the delay jitter defined as
the 1−10−3 quantile of the delay distribution [Y.1541], the small-queue approximation suffices
in most cases, as illustrated in Fig. 6.12(a) and also in [Hu06]. At the extremely high load,
which shall be seldom in normal practical systems, the large-queue approximation plays a more
important role than thenD/D/1 model. Despite of the underestimation, the large-queue model
well predicts the evolution tendency of the tail probability when the system load approaches the
critical point (i.e.,ρ = 1). This generally suffices in the qualitative evaluation ofthe heavy load
performance.

6.4.4.2 M/Pareto Model

For the evaluation with the M/Pareto model, the same thread as that of the previous subsection
is to be followed. Besides the system parameters ofn, sth and ρ, the access link rateca of
the M/Pareto model has also a significant influence on the system performance and is specially
inspected.

In Fig. 6.13, the CCDFs of the queueing delay are plotted with respect to different values of
n. Here,ρ = 0.9 andsth = 64 KBytes. The access link rateca of the M/Pareto model is set
to 50 Mbps. The solution of thenD/D/1 model in Eq. (6.12) is used as the small-queue ap-
proximation and the solution of the FBM model in Eq. (5.3) withβ = 1 is for the large-queue
approximation.

The different behaviors in the two ranges of the queueing delay are quite obvious. In the range
of the small queue, the curves differentiate from each otherand follow a concave from, which is
precisely estimated by thenD/D/1 model. In the large-queue range, the CCDF curves turn to
be heavy-tailed and overlap with each other due to the LRD traffic property on large time scales.
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The FBM approximation well estimates the tendency of the tailbehavior. The overlapping of
the tails indicates that the parameterβ in the large-queue approximation is insensitive ton.

In Fig. 6.14, further results from the cases withsth = 16 KBytes are included to show the
influence of the frame size. The absolute delayW is looked at. From the overlapping in the tails
of the CCDF curves, it is concluded that the large-queue performance with the M/Pareto input
traffic is not affected by the frame size very much.

Summarizing Fig. 6.13 and Fig. 6.14, it is noticeable that the large-queue performance with
the M/Pareto traffic is hardly changed by the assembly procedure and the superposition of FEC
flows at all, in contrast to the case of the Poissonian traffic.This justifies the assumption of
β = 1 in Eq. (5.3) for the large-queue approximation.

In Fig. 6.15, the influence of the access link rateca is inspected withρ = 0.9, n = 20 andsth =
64 KBytes. Note that the small-queue approximation by thenD/D/1 model is independent of
ca, which fits the simulation results precisely. With the smallvalue ofca, the transition to heavy-
tailed large-queue behavior is significantly deferred. Forexample, in the case ofca = 10 Mbps,
the large-queue behavior is completely suppressed in the region of interests. This effect is
sufficiently captured by the analytical results as well.

Fig. 6.16 investigates the performance at different systemloads. Here,ca = 50 Mbps,n = 20
andsth = 64 KBytes. It verifies that the heavy-tailedness caused by theLRD is only relevant in
the high load situation (ρ = 0.90,0.99). At the low and moderate load (ρ = 0.3,0.6), the small-
queue behavior dominates the performance on the concerned probability levels. The large-
queue approximations result in very small tail probabilities below 10−6 and are therefore not
shown in the graph. In this sense, the small-queue approximation suffices for the performance
evaluation. In the extremely heavy load situation (ρ = 0.99), the small-queue approximation by
thenD/D/1 model does not fit any more, similar to the scenario with the Poissonian traffic in
the preceding section. The large-queue approximation by the FBM model, on the other hand,
well captures the evolution of the CCDF curve.
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According to the results in Fig. 6.15 and Fig. 6.16, the detrimental effect of the large-time-scale
LRD characteristic can be sufficiently suppressed by appropriate link dimensioning and load
control. A careful calculation on this point can bring significant performance benefits.

6.4.4.3 Discussion

Comparing the queueing performance between the Poisson process and the M/Pareto model, it
is seen that in both cases the small-queue behavior is quite similar and can be uniformly modeled
by thenD/D/1 system. Under certain circumstances, the small-queue behavior dominates the
system performance in the range of practical interests. This also justifies the the application of
the FIFO buffer here. In [Car04], it was discovered that more advanced scheduling disciplines
like WRR and DRR do not bring much performance improvement as long as the system is not
overloaded. In [Hu05], a deadline-based scheduling schemewas applied in the edge node and
its performance was compared with the FIFO discipline. The study showed that the difference
in the performance is marginal. These results can be well explained by the CBR-alike property
of the assembled traffic. In ATM networks, the similar phenomenon was also found for the
CBR services and the FIFO discipline is known to be sufficient for the scheduling of CBR
flows [GK96, SGV99].

The particularities of the traffic models make differences only in the large-queue behaviors. Es-
pecially, the parameterβ in the large-queue approximation depends on the assembly procedure
when the client traffic follows the Poisson process. By contrast, when the M/Pareto traffic is
concerned, the large-queue behavior does not show obvious dependence on the assembly pa-
rameters. The difference in the parameterβ between the Poissonian traffic and M/Pareto model
can be heuristically explained by the variance processes VAR[Vt ] of the corresponding frame
flows as inspected in Section 6.4.2.3. VAR[Vt ] with the Poissonian incoming traffic grows
slowly with t. So, even on large time scales, the increment in the varianceprocess due to the
assembly can be still apparent. According to Eq. (6.13), theabsolute increment in the variance
of the aggregated traffic due to the assembly depends on both the number of FEC flowsn and
the size thresholdsth, which reflects itself through the influence onβ. On the contrary, VAR[Vt ]
with LRD incoming traffic increases much faster. On large timescales, the incremental factor
caused by the assembly is relatively small and can be neglected. For this reason, the tail be-
havior is insensitive ton andsth. Furthermore, VAR[Vt ] in the case of the Poissonian traffic
has a relatively long transition phase on the time scales between the small- and large-time-scale
approximations, which can have an influence on the asymptotic constantβ. This issue is still
subject to advanced studies in the future.

6.5 Delay-Throughput Analysis

On the basis of the performance analysis for the frame assembly in Section 6.3 and for the
transmission buffer in Section 6.4, a comprehensive study is to be carried out to outline the
interrelation between the delay budget and the throughput.

To concentrate on the role of the edge node in the QoS provisioning, the performance require-
ment on the frame blocking probability in core nodes is ignored. In other words, it is assumed
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that the core network can tolerate any throughput that the edge node allows for. However, the
ratio of the data traffic raterdat and the frame header ratersig is required to be kept above a min-
imal level for any FEC flow, in order to retain an efficient utilization of the resources on both
of the data path and signaling path in the core network. For example, this minimal ratio can
correspond to the ratio of the total bandwidth of the data channels and the maximal processing
throughput of the SCU in the switching node. According to Eq. (6.1), this is equivalent to set
a lower bound for the mean frame sizeE[Sb] = rdat/rsig in the frame assembly. Consequently,
the timeout periodtth should be large enough to assure the lower bound ofE[Sb]. The least
necessary timeout periodis determined from Eq. (6.3) numerically.

The upper bound of the frame queueing delay in the transmission buffer is denoted byδW and
defined as the 1−10−3 quantile of the delay distribution following the definitionin [Y.1541].
The CCDF of the queueing delayP{W > w} is derived according to the multi-scale analysis in
Section 6.4. Note that this is actually the worst case queueing delay because it is based on the
assumption that all frames have the maximal frame sizesth. Despite of this limitation, it serves
as a simple and practical estimation of the delay contribution from the transmission queue. To
determineP{W > w}, both small-queue and large-queue approximations are computed for each
value of the delayw. Between them, the larger value of the tail probability is selected as the
solution.

Summing up the least necessary timeout periodtth and the statistical upper boundδW of the
queueing delay, it results in a total delay bound in the edge node. Approximately, this delay
bound corresponds to the minimal delay budgetδ∗ that can be satisfied in the edge node at a
specific system load. In Fig. 6.17, the relation betweenδ∗ and the system load is illustrated
through example scenarios. For the evaluation, it is specified thatE[Sb] ≥ 55 KBytes. 10
FECs with the same setting of the assembly parameters are looked at. The size threshold is
fixed tosth = 64 KBytes. The incoming traffic is equally distributed to individual FECs. The
transmission rate of the wavelength channel is 10 Gbps.

Fig. 6.17(a) shows the case in which the incoming client traffic is modeled by the Poisson
process. The least necessary timeout periodtth, the bound of the queueing delay and the total
delay bound are plotted with respect to the total system load. In a wide range of the system load,
the queueing delay is much smaller than the necessary timeout period for the assembly, which is
due to the small queue behavior that is similar to thenD/D/1 system. At the same time, the very
high transmission rate of the wavelength channel assures a fast frame transmission that reduces
the absolute queueing time considerably. As a result, the curve of the total delay bound is to a
large extent directed by the evolution of the assemblytth until a very high load is reached. In the
extremely high load situation, the queueing delay bound begins to be dominated by the large-
queue behavior and increases dramatically. The effect exhibits itself in the total delay bound.
Note that the region above the curve of the total delay bound represents the feasible combination
of the delay budget specification and the throughput that canbe satisfied by the edge node. In
this sense, it is marked as thefeasible regionin the graph. Since the extremely high loads
are in the normal operation of a system always avoided, the main restriction on the feasible
region turns out to be the least necessarytth in order to achieve an efficient traffic assembly.
Obviously, the traffic at a high aggregation level so that with a adequately large data rate is
favourite here, which can be determined from the feasible region quantitatively. Supposing that
the delay budget amounts to 1.5 ms, a horizontal line is drawnatδ∗ = 1.5 ms and the intersection
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Figure 6.17: Necessary delay budget with respect to the system load

point A with the curve of the total delay bound is obtained. PointA indicates here the level of
the throughput above which the desirable assembly degree can be reached. This serves as an
important reference in the traffic/network planning and canbe also used as a subsidiary criterion
in the admission control.

Fig. 6.17(b) depicts the delay-throughput relation for thecase with the M/Pareto traffic. The
basic system behaviors are similar to those in Fig. 6.17(a).The major difference appears in
the range of the high system load. Due to the LRD of the M/Paretotraffic, the large-queue
behavior is accompanied with the heavy-tailed CCDF at high loads, which results in a much
faster increase of the queueing delay. This finally imposes aconstraint on the feasible region
in the high load range. Again, looking at the horizontal lineof δ∗ = 1.5 ms, the intersection
point A is similar to that in Fig. 6.17(a). PointB represents the maximal admissible throughput
in consideration of the delay budget in an edge node.

To mitigate the performance degradation caused by the LRD, a practical measure is to limit
the system load under a certain level so as to prevent the emergence of the heavy-tailed large-
queue behavior. This load bound is identified by the criticalpointC in Fig. 6.17(b). Since the
evolution between the small-queue and large-queue behavior with the M/Pareto traffic is very
much influenced by the access link rateca, the dependence of the load bound onca is evaluated
in a numerical approach based on the analysis in Section 6.4.In Fig. 6.18, the solution for the
current system scenario is depicted. The x-axis shows the ratio of the access link rateca and the
wavelength channel ratec in percent. It can be seen that a larger degree of overdimensioning
is necessary when the link rate in access networks increases. This quantitative relationship
between the load bound and the scaling of link rates in the network hierarchy is very important
for the practical network dimensioning.
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6.6 Admission Control

In the previous section, the delay-throughput relationship is studied without considering the
constraints from the sustainable data rater∗dat and the sustainable header rater∗sig directly. Only
the degree of the assembly is specified by setting a lower bound on the mean frame size. In
this section, the attention is extended to the complete admission control problem formulated
in Section 6.1.3. Note that the QoS requirements in the core network are satisfied as long
as the admitted data rate and frame rate do not exceedr∗dat and r∗sig, respectively. In contrast
to Section 6.5, the ratio of the actual data rate and the framerate, which is equivalent to the
mean frame size, does not turn up explicitly as an admission condition in order to allow for the
flexibility in the admission control.

6.6.1 Algorithm

The admission control is concerned when a new connection request is to be handled or an ex-
isting connection needs to change its traffic parameters as well as the service requirements.
Without loss of generality, a new connection request is treated here. In the edge node, this cor-
responds to setup up a new FEC indexed byi for a certain delay-sensitive service. In Fig. 6.19,
the flow chart of a general admission control algorithm is illustrated.

Besides the common contents of a request like the destinationaddress and specific routing
policy, the traffic profile and the QoS requirements are of special interests here. For the per-
formance model proposed in this thesis, the traffic profile should include the requested data
throughputrreq,i and other traffic characteristics like the Hurst parameter in case of the LRD
traffic. On the other hand, the QoS requirements include the specification of the E2E loss prob-
ability and delay budget. According to the required performance on the E2E loss, the QoS
guarantee scheme introduced in Section 2.5.3 can be appliedto check the resource availability
on the selected path through the core network, in combination with the routing decision. In this
way, the sustainable data rater∗dat,i andr∗sig,i are determined for this FEC. At the same time, the
delay budgetδ∗i in the edge node is derived by subtracting the total delay (i.e., the propagation
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Figure 6.19: Algorithm of the admission control in the edge node

delay, maximal FDL delay, etc.) in the core network from the E2E delay budget. The traffic
profile, r∗dat,i, r∗sig,i and δ∗i serve as the input parameters for the admission control algorithm
further on, as denoted with the hollow arrow line in Fig. 6.19.
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The first admission test is to assure that the requested data raterreq,i does not exceed the sus-
tainable data rater∗dat,i. If this is verified, the statistical boundδW for the queueing delay in the
transmission buffer is evaluated according to the traffic characteristics, the current system load
plus the load from the new request, the total number of FECs andthe maximal frame sizesth.
It is necessary to point out that the analytical method introduced in Section 6.4 assumes that
the frame size is fixed tosth and the incoming traffic is equally distributed between all FECs,
which is not always the case in the realistic operation. Thisapproach serves here as a worst
case analysis. In other words, a certain overestimation is to be tolerated in the evaluation of the
queueing delay.

The obtained queueing delay is first applied to check whetherall the existing FEC flows can
bear the increment in the queueing delay if the new request isaccepted. Note that the different
FECs can have different delay budgets. If there is no performance violation with the existing
FEC flows and the obtained queueing delay is smaller than the delay budgetδ∗i of the new FECi,
the bound of the assembly delay, i.e., the timeout periodtth,i is determined fromδ∗i after the de-
duction of the queueing delayδW. With the timeout period, the mean frame size E[Sb] is derived
according to the analysis in Section 6.3.1. The corresponding header ratersig,i can be further
calculated from the requested data raterreq,i and E[Sb]. As known from Section 6.3.2, with the
time/size-based assembly a higher data rate always leads toa higher header rate. Therefore, the
computedrsig,i represents the maximal header rate of the new request. As thefinal test, if the
obtained header rate is smaller than the sustainable headerrater∗sig,i, all admission conditions
are satisfied and the new request is accepted.

6.6.2 Practical Issues

As the estimation of the statistical boundδW of the queueing delay amounts to a significant
computational overhead, measures can be taken to simplify it by setting an upper bound on the
system load of the edge node as implied in Section 6.5. In the execution of the algorithm, the
delay boundδW is treated as a constant that is calculated from the maximal system load. The
resulting overestimation is negligible typically whenδ∗i is large.

The algorithm in Fig. 6.19 does not consider any lower bound for the mean frame size in order
to allow the flexibility in the admission decision. However,if too many requests with small data
rates are admitted, the overall system utilization can be finally limited by the processing over-
head in the SCUs of core switches. In practice, supplementaryadmission policy can be applied
to require that the requested data raterreq,i should be above a minimal value (cf. Section 6.5).
Alternatively, this issue can be incorporated in the designof the pricing model for the service
provisioning.

The parameters for traffic characteristics must be specifiedfor both the delay analysis and the
header rate calculation. In the application, the Poisson process is generally used as a worst-case
traffic model in the absence of the LRD. In this case, relatively small number of parameters are
concerned. Besides the traffic intensity, the statistics of the packet length can be obtained by
traffic measurements. In case the M/Pareto model is to be usedfor LRD traffic flows, the model
parameters can be determined from the structures of the client networks (e.g., the access link
rate) as well as by the model matching on the basis of traffic measurements.
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It is worth to emphasize that the Poisson process and the M/Pareto model are here used only
as the example traffic models. The analytical procedure developed in this thesis is applicable
for general backbone traffic that can be treated as fluid flows and has the marginal distribution
similar to the Gaussian distribution. Without a presumption of the traffic model, the measure-
ments of the mean rate and variance process of the flows are sufficient for the QoS analysis.
Especially in the multi-scale queueing analysis for the transmission buffer, there are opportu-
nities to construct simple submodels on the different time scales. For example, the so called
parsimonious model [WTSW97] can be used as the large-time-scale submodel to characterize
the LRD behaviors. It needs only three parameters: the Hurst parameter, the mean traffic rate
and the variance of the rate.

Because of the high degree of traffic aggregation in the transport network, most of the parame-
ters characterizing the traffic for a specific type of serviceor for a specific client network (e.g., a
campus network) have generally stable values in the long term and are suitable to be determined
off-line. Especially, on the basis of traffic measurements and statistical data analysis, traffic pat-
terns from all relevant client networks can be summarized and classified into a small number of
basic profiles. The admission control procedure can be much simplified for each of the basic
profiles. For a new request, the best matching profile is selected from these basic profiles and
used for a fast admission control decision.

6.7 Summary

In the admission control in an OPS/OBS edge node, QoS requirements in the core network and
in the edge node have to be jointly considered. To assure the E2E loss performance through
the core network, for each FEC both the traffic rate on the datapath and the header rate on the
signaling path must be limited, which can be quantitativelydetermined from the resource avail-
ability in the core switches. Furthermore, the delay-sensitive services require a bounded E2E
transmission delay. Since FDL-buffering capacity in OPS/OBS core switches is very limited,
the bound of the delay within the core OPS/OBS network can be obtained by the calculation of
the propagation delay and the maximal FDL delay on the path. In the edge node, the traffic is
subject to the assembly delay and transmission queueing delay.

The traffic assembler in the edge node plays a central role in relating all these different QoS
metrics together. The configuration of the assembly parameters directly decides the header
rate. The timeout parameter of the assembly itself serves asthe bound for the assembly delay.
Finally, the assembly procedure changes the traffic characteristics and hence has an impact on
the transmission queueing delay of the frames in the edge node.

The contributions of this chapter are summarized into threeaspects. First, the quantitative rela-
tionships between the traffic assembly and the QoS metrics are analyzed. In order to determine
the header rate from the data rate, a closed-form solution tothe mean frame size is derived.
According to this solution, it is also verified that with fixedassembly parameters the header rate
is non-decreasing with the increasing data rate. This meansthat the load on the data channel
and the load on the control channel always reach the maxima atthe same time. Therefore,
they can be treated uniformly in the admission control. To evaluate the queueing delay in the
transmission buffer, it is first figured out that the worst queueing performance emerges when all
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frames have the maximal frame size, which is equivalent to a pure size-based assembly scheme.
With respect to this worst-case scenario, the variance process of the assembled traffic is an-
alyzed, from which the CBR-alike small-time-scale traffic behavior is identified. According
to the multi-scale queueing analysis proposed in Chapter 5, the nD/D/1 model is suggested
for the approximation of the small-queue behavior of the transmission buffer. On large time
scales, the assembly does not change the variance process except causing a constant increment
in the variance. Correspondingly, the large-queue behavioris to a great extent determined by
the model of the client traffic. In combination with simulations, approximate solutions to the
large-queue behavior are obtained for the Poisson traffic model and the M/Pareto model. In-
tegrating the small-queue and large-queue approximation,the CCDF of the queueing delay is
derived. The statistical delay bound is further determinedat a certain quantile of the delay dis-
tribution. These results provide an in-depth understanding of the system behavior of the edge
node and serve as the foundation for a system-wide performance evaluation and the design of
the admission control.

Second, a comprehensive performance analysis is carried out for the edge node in consider-
ation of the delay budget and the degree of the traffic assembly. The constraint of the delay
budget on the throughput is specially inspected. With a given delay budget, it is shown that a
minimal throughput is desired in order to keep the assembly degree above a certain level. On
the other hand, the upper bound of the throughput is decided by the saturation behavior of the
transmission queue at high system loads. Especially with the M/Pareto model, the heavy-tailed
large-queue behavior due to the LRD property only has a considerable negative impact on the
delay-throughput relation when the system load exceeds a certain level. This threshold load
level, referred to as the critical point in the context, is derived depending on the access link rate
of the aggregated traffic. The study shows that a larger access link rate shifts the critical point to
a lower load level. This critical point is significant for thespecification of the maximal system
load in the practical network design and operation.

Finally, an admission control algorithm is proposed on the basis of the aforementioned perfor-
mance analysis. Shortly speaking, the algorithm follows the thread to test the statistical bound
of the worst-case queueing delay, determine the timeout period, calculate the mean frame size
and test the header rate, sequentially. In practice, the procedure can be simplified. Also, further
supplementary admission conditions can be included. The traffic profile of the request, which
is necessary for the admission control, is determined according to off-line traffic measurements.
Pattern-based profile specification is suggested.
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7 Conclusions and Outlook

This dissertation studies the QoS provisioning in the edge node of optical packet switched (OPS)
and optical burst switched (OBS) networks. It models, analyzes and evaluates the link-layer
performance of the edge node and provides the solution to theadmission control for services
with guaranteed QoS. At the same time, in order to tackle the complex traffic characteristics
in the superposition of traffic flows after the assembly, a newmethod for multi-scale queueing
analysis is proposed and applied.

Chapter 2 gives an overview on the general OPS/OBS network architectures. Since the full
OPS node with the optical switching control unit (SCU) is difficult to be implemented in the
foreseeable future, the attention on the OPS is confined to the opto-electronic solution. OPS and
OBS thus share common performance issues like the bottleneckof the header processing and
the data loss due to the on-the-fly switching. Correspondingly, they can apply similar solutions
of the traffic assembly in edge nodes as well as the channel management, contention resolution
and scheduling in core switching nodes. The schemes for QoS provisioning in core OPS/OBS
networks in literature are surveyed and classified. QoS mechanisms for service differentiation
in single switching node are presented first, which are prerequisite in the QoS provisioning.
Then, QoS models for the absolute E2E guarantee of the loss performance are introduced.

Chapter 3 concentrates on the edge node of OPS/OBS networks in which the traffic assembler
and transmission scheduler are recognized as the central functional units in terms of the link
layer. Different assembly schemes are introduced. The timeout period and frame size threshold
are shown to be the two most important assembly parameters. The relevant work in the traffic
characterization and performance evaluation for the traffic assembly is reviewed. Most of the
work relied on the method of point process analysis and considered only a single assembly
queue. This limits the applicability of the results when a system-wide scenario is to be evaluated
and more complex input traffic must be considered. There was relatively less work done with
regard to the traffic scheduling in the edge node. The available work in literature is briefly
surveyed. In connection to the introduction in Chapter 2, therole of the edge node in the E2E
QoS guarantee is further clarified. It is particularly highlighted that (a) the edge node must take
care of the generated header rate to avoid congestion in the SCUs of switching nodes; (b) the
delay in the edge node should be bounded by the allocated delay budget. Taking these aspects
into consideration, the admission problem is elaborated for an assured service provisioning.

An overview on the characteristics of the client traffic, typically IP traffic, is provided in Chap-
ter 4. Traffic measurements in recent years discovered that the backbone IP traffic exhibits dif-
ferent characteristics on different ranges of time scales.Among them, the uncorrelated property
in small time scales and long range dependence (LRD) on large time scales are most prominent.

95
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The M/Pareto model is introduced as a popular traffic model that well seizes this kind of feature.
To deal with such complex traffic patterns in the queueing analysis, the methods of time scale
decomposition and integrated analysis are introduced. Thetime scale decomposition approach
was developed for the queueing analysis in ATM networks. It formulates separate cell-scale
and burst-scale subproblems, each of which only considers the specific traffic characteristic on
the respective range of time scales. A closed-form solutionis obtained by integrating the solu-
tions of the subproblems. However, this approach does not explicitly include the time scale as
a model parameter. In a generalized application, it is difficult to determine how to decompose
the time scales to build up the subproblems. The integrated approach, on the other hand, ex-
plicitly models the time-scale-dependent traffic characteristics by a function of the time scale,
e.g., the effective bandwidth or the variance process. The solution is derived by an optimization
procedure with respect to this function. This makes the analysis quite general for multi-scaling
queueing problem. However, the computational complexity is relatively high and not suitable
for an on-line application, for example, in the performanceestimation for admission control.

To avoid the disadvantages of the original time scale decomposition and the integrated analyti-
cal approaches, Chapter 5 proposes a new method with a combined application of the principles
of both sides. This method employs the effective bandwidth or the variance process to charac-
terize the traffic. The changes in the characteristics alongthe time scale can thus be precisely
identified, according to which the time scales are decomposed into multiple segments. For each
segment, a submodel can be constructed with regard to the traffic characteristic on the respec-
tive time scales. In case the submodels are instances of standard queueing models, the overall
queueing performance can be conveniently obtained by integrating the known solutions of the
standard queueing models. The method is verified by a comparative study with simulations and
the analytical results show a satisfying accuracy.

Chapter 6 focuses on the performance analysis and the admission problem in the edge node.
In connection to the edge node’s tasks in the QoS provisioning illuminated in Chapter 3, the
admission problem is formally formulated, in which the frame header rate and the transmission
queueing delay are recognized as the two most important performance measures. In the first
part of the chapter, by a fluid-flow modeling of the incoming client traffic, the frame header rate
is derived from the assembly parameters of the timeout period and the frame size threshold. It is
also verified that the resulting header rate is non-decreasing with the increase in the traffic rate
under fixed assembly parameters. This allows for a solely attention on the maximal data rate
of a service request in the assessment by the admission control. Furthermore, the transmission
queueing delay is analyzed by the method proposed in Chapter 5. The variance process of
the assembled traffic is derived to identify the traffic characteristic on small time scales and
large time scales, respectively. Correspondent submodels are constructed and their solutions
are provided. It is shown that the overall queueing performance is well estimated by integrating
the solutions of individual submodels.

In the second part of Chapter 6, the total necessary delay budget for the edge node is studied
with respect to the node throughput under the condition thatthe assembly degree, i.e., the mean
frame size, is fixed. The results show the significance of a sufficient aggregation level of the
incoming traffic to achieve an efficient traffic assembly. Theconstraint of the queueing delay
on the throughput is clearly depicted. On this point, the influence of the LRD is especially
inspected.



97

In the last part of the chapter, an admission control algorithm is proposed to integrate the de-
rived QoS model for the edge node and those known solutions contributed to the core networks.
Thus, it provides a complete approach for the E2E QoS guarantee in OPS/OBS networks. In
this algorithm, the E2E loss performance on the data path is assured by limiting the traffic rate
of the concerned FEC flow. This corresponds to the sustainable data rate that can be derived by
those performance models introduced in Chapter 2. To assure the timely header processing in
core switches, a sustainable frame header rate is also specified. For a new request, the algorithm
analyzes the frame queueing delay in the edge node, determines the assembly timeout in con-
sideration of the delay budget and judges whether the constraints of the sustainable data/header
rate can be held. The algorithm is applicable for general backbone traffic. In practice, the traffic
profile of the request needs to be determined for the admission control. This is realized either
by traffic measurements or by the assignment of a predefined basic traffic profile to the request.

Further work could be the application of this QoS model in thetraffic engineering, network
planning and optimization in combination with those schemes assuring the E2E loss perfor-
mance in the core network. The work could be further extendedto include the economic study
of the network. Especially, it would be very interesting to compare these results with those
obtained for circuit-switched OTNs in order to illuminate the advantages and disadvantages of
the different switching technologies in the provisioning of guaranteed QoS. This would serve
as a significant reference in aligning the research activities for future OTNs.
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A Queueing Delay with Superposition of
Heterogeneous FEC Flows

In the system model in Chapter 6, only one individual service class is considered. All FECs
in Fig. 6.2 are of the same guaranteed service class. Therefore, the incoming client traffic of
the FECs is supposed to have the similar traffic characteristics. Consequently, the same traffic
model can be used for all FECs. For most of the traffic parameters like the packet length
distribution, the Hurst parameter, etc., it is also reasonable to apply the same parameter setting
for all FECs. This leads to the adoption of the homogeneous FECflows in the evaluation of the
queueing delay in Chapter 6.

Nevertheless, the traffic intensity between E2E network nodes generally differs from each other.
So, it is quite normal that the FEC flows have different trafficrates, which should be taken into
account in the performance evaluation in the edge node. Thisappendix focuses on this special
case of heterogeneous FEC flows and inspects the influence of the traffic distribution among the
FECs on the queueing performance by means of simulations.

A.1 System Scenario

The concerned scenario is constructed on the basis of the system model illustrated in Fig. 6.2.
Totally 20 FECs are looked at. The pure size-based assembly isapplied for each FEC and
the size thresholdsth = 64 KBytes. The assembled frames are scheduled according to the FIFO
discipline in the unbounded transmission buffer. The transmission rate of the channel is 10 Gbps
and the total system load is set to 0.9. Similar to Chapter 6, the incoming client traffic is
synthesized by the Poisson process and the M/Pareto model, respectively. The same setting of
traffic parameters as described in Section 6.2 is adopted.

To study the impact of the heterogeneous traffic rates of the FECs, the 20 FECs are classified
into two groups. Each group consists of 10 FECs and is denoted by Group 1 and Group 2,
respectively. The total offered traffic is distributed to Group 1 and Group 2 according to a
certain ratio. Within each group, the offered traffic is equally distributed to individual FECs.
The ratio of the offered traffic between Group 1 and Group 2 is tuned for different simulation
runs. In the following presentation of the simulation results, the cases with the ratio of 1 : 1,
1 : 5 and 1 : 20 are shown. Note that the case with the ratio equalto 1 : 1 is equivalent to the
scenario of the homogeneous FEC flows.
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Figure A.1: CCDF of the queueing delay with the Poissonian traffic

A.2 Simulation Results

The CCDF of the queueing delay is first studied with the Poissonian traffic and the simulation
results are shown in Fig. A.1. In the case of the homogeneous FEC flows (i.e., ratio 1 : 1),
Group 1 and Group 2 receive the same queueing performance andtherefore there is no need
to distinguish between them. Whereas with the heterogeneousflow rates (i.e., ratio 1 : 5 and
1 : 20), the delay CCDF is measured and plotted for the frames from Group A and Group B
separately. In Fig. A.1(a), the tail behavior of the CCDF is outlined. As shown, when the
difference in the traffic intensity gets large, the delay performance in terms of the tail behavior
turns better for both groups. It can be imagined that when thediversity further grows, the
extreme case will be that the traffic intensity of Group 1 becomes zero and the entire offered
traffic is distributed to Group 2. This degrades to the case with 10 homogeneous FEC flows, the
delay performance of which is also depicted. It is seen that the CCDFs of the 10 homogeneous
FECs and 20 homogeneous FECs serve as the lower bound and the upper bound respectively
for the tail behavior of the transmission queue. Furthermore, comparing the delay of Group 1
and Group 2 in the same simulation run, it is recognized that the group with the relatively small
traffic rate (Group 1) has a worse tail performance than the group with the large traffic rate
(Group 2). However, the difference in the CCDF becomes apparent only when there is a large
unbalance in the traffic intensity among the FECs.

Fig. A.1(b) zooms out the delay CCDFs in the scope of the small queue. In the cases of heteroge-
neous traffic rates, although the CCDF of Group 1 can exceed the curve of the 20 homogeneous
FEC flows in a limited range of the queue, the latter begins to envelope the CCDF curves soon
as the queue grows.

When the incoming client traffic is synthesized by the M/Pareto model, the LRD property has
an influence on the delay performance. However, the basic system behavior caused by the
heterogeneous traffic rates is similar to that of the Poissonian traffic. Fig. A.2(a) shows the
tail behavior of the CCDF of the transmission queue with the M/Pareto model. Starting from
the curve of the 20 homogeneous FEC flows, the CCDF curves of bothGroup 1 and Group 2
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Figure A.2: CCDF of the queueing delay with the M/Pareto trafficmodel (ca = 50 Mbps)

decline as the diversity in the traffic intensity increases.Finally, the performance with the 10
homogeneous FEC flows represents an lower bound. Especially, it is noticeable that all the
CCDF curves go on to exhibit the heavy-tailed property and overlap with each other in the
scope of the large queue. This means that the large-queue behavior is not influenced by the
traffic distribution among the FECs, which is consistent withthe analysis in Chapter 6. The gap
between the curves of20 FECsand10 FECscorresponds to the maximal extent of the impact
from the ratio of the traffic intensity between the two groups. Due to the overlapping in the
domain of the large queue, the gap is very constrained, indicating that the possible influence
from the ratio of the traffic intensity is limited.

To figure out the details in the scope of the small queue, Fig. A.2(b) zooms out the CCDFs from
Fig. A.2(a). The behaviors of the CCDFs are analogous to those in Fig. A.1(b).

A.3 Conclusions

Through the simulation study on the transmission queueing delay, it is seen that the hetero-
geneous traffic rates among the FECs lead to a diversity in the delay performance among the
FECs. The FEC flows with a small traffic rate have relatively large queueing delay and those
flows with a large traffic rate tend to have small queueing delay. In comparison with a corre-
spondent scenario of homogeneous FEC flows, heterogeneous traffic rates can result in a worse
queueing performance only in the limited domain of the smallqueue. In the scope of the large
queue, however, the delay CCDF of the homogeneous FEC flows serves as an upper bound. In
this sense, the homogeneous traffic stands for an important reference scenario in the evaluation
of the tail probability of the queueing delay in the OPS/OBS edge node.
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