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Abstract

With the fast development of heterogeneous network ses\acel applications as well as the
increasing bandwidth demand, the future transport netvgazknfronted with the requirements
for flexible and dynamic service provisioning, high thropghand assurance of quality of ser-
vice (QoS). To deal with the challenges, photonic packetchivig aims to realize a fast switch
of the traffic in the optical domain in a packet-by-packet mam The fine granularity in the
switching is flexible for the support of dynamic service riegments and allows for an effi-
cient resource utilization by taking advantage of the stiail multiplexing gain. In last years,
relatively large advancements have been made in the temiieslfor the fast configurable op-
tical switch fabric. The switching control unit (SCU), hovegywill keep relying on electronic
technologies in the foreseeable future due to the unsob@&thblogical problems in e.g., op-
tical buffering and optical signal processing. Opticallgswitching (OPS) and optical burst
switching (OBS) are two representative network archited@or the photonic packet switching.

Because of the limitation in the realization technologiesS@roblems in OPS and OBS net-
works differ from those in conventional store-and-forwpatket switched networks. Typically,
due to the deficiency in the optical buffering capability thptical switch fabric must switch on
the fly, which leads inevitably to data loss. The loss per@oroe in OPS/OBS core networks has
been intensively studied. Furthermore, to alleviate tloe@ssing overhead in the SCUs, large
optical data frames are suggested for the OPS/OBS core retWworthis end, the client traf-
fic needs to be assembled in the edge node before being tteatthrough the core network.
The traffic assembly procedure causes additional delay léers &he traffic characteristics. Its
influence on the end-to-end (E2E) QoS provisioning must élecehtely analyzed.

This dissertation studies the QoS provisioning in the edgkerof OPS and OBS networks. It
models, analyzes and evaluates the link-layer performahtige edge node and provides the
solution to the admission control for QoS guarantee. In #wgirining, the general OPS/OBS
network architectures are introduced. Especially, theswds for the QoS differentiation and
assurance with respect to the E2E loss performance for aiveorks are surveyed and clas-
sified. Then, the relevant work for the edge node is discussttdthe focus on the traffic
assembly and scheduling. The edge node’s tasks in conggdhe optical header rate and local
delay are highlighted.

Before proceeding to solve the QoS problems, the time-stgbpendent traffic characteristics
in today’s Internet backbone are briefly introduced. To da#i such kind of traffic behaviors

as well as further complex traffic patterns introduced bytth#ic assembly, a novel approx-
imate method is proposed for the multi-scale queueing argabn the basis of the time scale
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decomposition and the concept of the relevant time scaleex@mple study in combination
with simulations verifies the validity and accuracy of thetinoel.

The performance analysis concentrates on the quantitigheegmination of the assembly degree
and the transmission queueing delay in the edge node. Fdotimer case, a closed-form
solution is derived for an approximate estimation of the migame size after the assembly,
from which the optical header rate can be calculated. In éh@ydanalysis for the transmission
buffer, the characteristics of the assembled traffic aré dinalyzed on small time scales and
large time scales, respectively. On this basis, the trassan queueing performance is solved
by the proposed multi-scale queueing analysis. Connedtiegetanalytical results together, a
comprehensive performance evaluation is carried out f@rettge node. It is shown how the
combined QoS requirements to constrain the header ratecakeep the local delay bound
impose the restrictions on the traffic throughput. An admissontrol algorithm is further
proposed based on the derived quantitative relationshipdas the traffic profile, the system
parameters and the QoS specification. Integrating those uils proposed for the core
OPS/OBS network, this provides a complete solution to guaeathe E2E delay, the timely
header processing in SCUs and the loss performance on thpathta
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Durch die weite Verbreitung des Internets werden heute seie Anforderungen an die
Transportnetze im Hinblick auf die Dienste so wie die Bandérgestellt. Zukinftige
Transportnetze sollen einen sehr hohen Durchsatz errh@égliond die Dienste dynamisch
bereitstellen kdnnen, um die heterogenen Dienstanfonderuder oberen Schichten moglichst
effizient zu unterstiitzen. Ebenfalls wichtig fur ein Tramgpetz ist auch die Fahigkeit, eine
Dienstgute (QoS) zu gewahrleisten. Eine vielversprechémidung dazu stellt die photonische
Paketvermittlung dar. Das Grundprinzip dabei ist, in ajhtesn Netzen jeden einzelnen Daten-
rahmen transparent (d.h. ohne O/E/O-Wandlung) zu vermittge feine Granularitat der Ver-
mittlung ermdglicht eine flexible Bereitstellung von Diesistsowie eine bessere Ausnutzung
der Ressourcen anhand des statistischen Multiplex. IreleZ#it wurden grof3e technologische
Fortschritte erzielt, um eine schnell-konfigurierbarasigte Vermittlungsmatrix zu realisieren.
Wegen ungeléster Probleme der optischen SignalspeiopeXxanarbeitung, beruht die Steuer-
einheit des Switches jedoch weiter auf elektronischen fi@clgien.Optical Packet Switching
(OPS) undOptical Burst SwitchindOBS) sind die zwei bekanntesten Netzarchitekturen der
photonischen Paketvermittlung.

Wegen technologischen Einschrankungen unterscheiddn di& Dienstglte-Probleme in
OPS/OBS Netzen von jenen in den herkbmmlichen paketveltaittestore-and-forward
Netzen. Aufgrund des Mangels an optischen Speichern mussDdirchschaltung der
Vermittlungsmatrix mit der Ankunftszeit eines Datenram®synchronisiert werden. Dies &h-
nelt dem Verhalten der Leitungsvermittiung und kann zur Bieang sowie Datenverlust
fuhren. Die Leistungsfahigkeit der OPS/OBS-Kernnetze wumahsichtlich der Blockierungs-
wahrscheinlichkeit bereits intensiv untersucht. Um derakeeitungsaufwand der Steuereinheit
eines Switches zu reduzieren, sind ublich groRe Datennaliim@®©PS/OBS Netze vorgesehen.
Einkommender Verkehr aus den Kundennetzen wird zuerst indiexten in Datenrahmen
assembliert, bevor er in das Kernnetz weitergeleitet wing. Verkehrsassemblierung verur-
sacht zusatzliche Verzégerungen und andert die Verkedwakteristik, deren Einfluss auf die
netzweite (E2E) Dienstgltegarantie eingehend untersuettien muss.

Diese Dissertation behandelt die Dienstgitegarantie imdReten von OPS/OBS Netzen.
Die Leistungsfahigkeit des Randknotens wird modelliert andlysiert. Weiter wird ein Ver-

fahren zur Zugangskontrolle entworfen. Zunachst werdenatigemeinen OPS/OBS Netz-
architekturen eingefuhrt. Die Mechanismen zur QoS-Deffeerung und -Gewahrleistung
mit Bezug auf die Blockierung im Kerznetz werden besondersraatht und klassifiziert.

Bekannte Forschungsergebnisse hinsichtlich der Verketesablierung und des -Scheduling
im Randknoten werden vorgestellt und diskutiert. Die Augales Randknotens in der Raten-
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kontrolle der Rahmenkopfe und in der Beschrédnkung der loké@eadgerung werden hervorge-
hoben.

Eine systematische Leistungsbewertung fir den Randknat&at sine gultige Verkehrs-
modellierung und eine angemessene Untersuchungsmetbaalesy Der Verkehr heutiger IP-
Backbonenetze besitzt komplexe Struktur auf verschied@tetskalen. Besonders in ein-
em Randknoten kann das Assemblierungsverfahren zu weitggtehrsmustern fuhren.
Um solche Verkehrscharakteristika zu behandeln, wird emge analytische Methodik vor-
geschlagen, die auf dedime scale decompositiomnd relevant time scaldrinzipien beruht.

Durch Simulationsstudien werden die Gultigkeit und die &egkeit der Methodik verifiziert.

Die Leistungsbewertung konzentriert sich auf die quaintgaBestimmung zweier Metriken:
(1) die aus der Assemblierung resultierende Rate der Rahm&nk(®) die Wartezeit der
Datenrahmen im Sendepuffer. Dazu wird zunéchst der Migghder Rahmengrof3e anhand
der Assemblierungsparameter abgeleitet, aus dem die R&bpfeRate direkt ausgerechnet
werden kann. Zur Bewertung der Wartezeit wird zuerst dernalskerte Verkehr analysiert
und seine Charakteristik auf kleinen und grof3en Zeitskalentifiziert. Die Wartezeit wird
durch die vorher vorgeschlagene Methodik analysiert. Adhder analytischen Ergebnisse
wird eine gesamte Leistungsbewertung fir den Randknoterindefiihrt. Der Einfluss der QoS
Anforderungen beziiglich der Rahmenkopf-Rate und der Vermigeauf den Durchsatz wird
hervorgehoben. Weiterhin wird ein Algorithmus zur Zug&aydrolle abgeleitet. Der Algo-
rithmus integriert das QoS-Modell fir den Randknoten undbgéikannten QoS-Lésungen fur
das Kernnetz. Die Integration der QoS-Modelle entsprigigrevollstandigen Losung zur E2E
Dienstgutegarantie in OPS/OBS Netzen.
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1 Introduction

The last decade witnessed the large success of the Interhiety had and continues to have
its extensive and profound influence on today’s informasiociety. Thanks to the flexible pro-
tocol stack on the basis of the Internet protocol (IP), therimet is capable of accommodating
a variety of network services. This greatly stimulates theetbpment of new network appli-
cations and at the same time motivates the replanting of agheenitional voice service from
circuit-switched networks to IP-based solutions. The ésay is apparent that the IP layer is
becoming a convergence layer in the global informatiorastiucture (Gll). In the upward di-
rection of the protocol stack, it provides a uniform netwiarjer for heterogeneous applications
and the respective upper-layer protocols. In the downwasggtton, a dynamic transport net-
work architecture is preferable in order to support the &8dal client networks in a flexible and
efficient manner.

The current transport networks have evolved from telepmateorks that were inherently de-
signed for connection oriented services. Electronic diswitching technologies, with the rep-
resentatives of the synchronous digital hierarchy (SDH) thie synchronous optical network
(SONET) [BC89, RS02], realize the traffic grooming and switghiimterms of the hierarchi-
cal time division multiplexing/demultiplexing. They geméy require accurate network-wide
synchronization and expensive optical-to-electricadpdical (OEO) equipments in switching
nodes. With the introduction of the dense wavelength divignultiplexing (DWDM), the
transmission bandwidth of individual optical fibers wasigantly increased. Optical circuit
switching (OCS), also called light path switching, was fertdeveloped to realize all optical
end-to-end (E2E) connections by means of wavelength psifR61, Ram02]. Such a hierarchi-
cal structure of the circuit switched transport networldeto a high complexity in the network
configuration/maintenance and imposes large control/gemant overhead, which is inflexi-
ble and redundant from the perspective of the IP layer ifégplied to individual narrowband
services.

This contradiction motivated the development of opticahsport networks (OTN) that switch
and route in a finer granularity than that of the circuit shilmg. Typically, the traffic is
switched/routed per individual data frames, following theesic concept of packet switching.
Taking advantage of the statistical multiplexing, the retnbandwidth is more efficiently uti-
lized for the IP traffic that exhibits a high degree of traffymdmic. To match with the huge
transmission bandwidth of fiber links, however, the OTN rsoaheist realize a very high switch-
ing speed. Electronic packet switching is the mature teldgypwhich can currently support
the line rate up to 80 Gbps or even above. In the long term, hiogopic packet switching has
more potentials by providing for transparent data switghimthe optical domain.
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1.1 Photonic Packet Switching

Photonic packet switching adopts optical switch fabri¢ tiaan be fast configured to switch the
traffic in the form of optical data frames. Due to the deficientthe buffering technology
for optical signals, the photonic packet switching follothie style of switching on the fly in
contrast to the conventional store-and-forward packetcéwvig. This means that the control
unit of the switch has to keep track of a good timing so thatravéoding route within the
switch fabric is configured before the arrival of the data.e Timplementation of the control
part of the switch will keep relying on electronic technaksyin the foreseeable future, because
the practical realization of the optical buffering and sibprocessing is still confronted with
many technological challenges. With electronic devicks, grocessing speed of the header
information in the switching/routing decision for indiwidl data frames stands for a crucial
performance constraint. To alleviate this problem, in nadghe proposed network architec-
tures, large data frames are applied to reduce the headsygsing overhead. Correspondingly,
the client traffic, e.g., flows of IP packets, needs to be abkmifdisassembled to/from OTN
data frames at the ingress/egress of the OTN. This functarbe included into a light-weight
adaption layer between the IP layer and WDM layer in the padtstack. In general, the net-
work architectures with the photonic packet switching haweuch flattened layering structure,
which is sometimes in literature highlighted by the notatas the IP-over-WDM solution in
comparison to, e.g., the IP-over-SDH-over-WDM, in the dtrswitched OTN.

Service provisioning in transport networks is mostly botmd service level agreement (SLA)
that specifies the quality of service (QoS) to be deliveredbtéhic packet switched network
architecture must be able to provide guaranteed QoS so asdomith the service requirements
from the client layers. Due to the speciality in the appliechinologies, QoS problems in pho-
tonic packet switched networks differ from those in the @ntional store-and-forward packet
switched networks. Typically, the limited optical buffiegi capability makes the data loss be-
come the main performance issue in a switching node. Therteaf switching on-the-fly poses
a timing requirement on the header processing and the saatchguration. Furthermore, the
traffic assembly procedure in the ingress edge node caudeé®adl delay as well as jitter. The
altered traffic characteristics by the assembly also hawepact on the network performance.
These issues must be integrated into the solution to the EZEpQovisioning.

This dissertation inspects the QoS model for the two mosesgmtative network architectures
of the photonic packet switching, i.e., the optical packétching (OPS) and the optical burst

switching (OBS). These two architectures share a lot of amitiés and can be treated equiva-
lently on many points in the QoS study. The focus is placedhemperformance and mechanisms
in an edge node in the provisioning of an E2E QoS.

1.2 Organization of the Dissertation

In the remainder of the dissertation, an overview on the OBS/ network architectures and
QoS models is given in Chapter 2. Firstly, the functionalitg aealization technologies of the
core switching node are introduced with respect to the ORISCGBSS, respectively, aiming to

show the common features and major diversities in betweéen,Tthe issues on the channel
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management, contention resolution and scheduling in thielsware discussed, which are di-
rectly related to the link-layer network performance. Hinahe QoS mechanisms in individual

switching nodes are introduced and the solutions for the giffantee of the loss performance
are presented.

In Chapter 3, the edge node of OPS/OBS networks is closely tbakeThe interrelation be-
tween an edge node and a core switching node is illustratechdézns of an ingress edge node,
the traffic assembly is introduced in detail and the releveork in the traffic scheduling is
briefly surveyed. On this basis, the significance of the edgkeron the E2E network perfor-
mance is outlined and the admission problem for servicds gutiranteed QoS is posed. This
motivates the contributions of this dissertation.

For effective admission control, an efficient performancedei is essential to estimate the
realizable QoS for service requests beforehand. Valifidraharacterization and appropriate
analytical methods are of special importance for the peréorce analysis. In Chapter 4, the
traffic characterization in IP backbone networks is revigweis highlighted that the IP traffic
exhibits different characteristics on multiple time ssal®hich must be taken into consideration
in selecting the traffic model and analytical method. The &f#® model is introduced to
synthesize the client traffic in the ingress edge node. Alséal analytical methods that are able
to deal with the time-scale-dependent traffic charactesistre presented, which are classified
into two categories: the time scale decomposition appraeachthe integrated analysis. They
all have their own disadvantages and are difficult to be adplor the QoS analysis in the
OPS/OBS edge node directly.

By a combined application of the principles of the time sca&eainposition and the integrated
analysis, a new approach is proposed in Chapter 5 to tackkeatffie having complex charac-

teristics on multiple time scales. It shows that this metlsostraightforward to be used and
provides a closed-form solution to the queueing perforreai@ low computational overhead.
Its validity and accuracy are further demonstrated by amgka study.

In Chapter 6, in-depth performance analysis is carried outHfe OPS/OBS edge node, on
the basis of which an admission control procedure is cocigtdu Since the traffic assembly has
important impacts on the performance in the core netwoekgtrantitative relationship between
the assembly parameters and the resulting traffic asseneighee is derived. The assembled
traffic is characterized and the performance of the trarsonisqueue is accordingly analyzed
by the method introduced in Chapter 5. This further allowdHerevaluation of the total delay
in the edge node with respect to the node throughput. Sumim@rihe analytical results, an
admission control algorithm is designed and its practipaliaation for E2E service guarantee
is discussed.

In Chapter 7, this dissertation is summarized and a prospéatuwe work is provided.
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2 Network Architectures and QoS
Provisioning

QoS provisioning in communication networks has been stlftiea long time, typically with
respect to public switched telephone networks (PSTN), @wsymous transfer mode (ATM)
and IP-based networks. Basic QoS mechanisms for serviazatifiation, admission control,
traffic shaping, policing and scheduling etc. have an exteregpplicability in different types
of networks. On the other hand, the design of an efficient abdst QoS architecture depends
very much on the specific network architecture. Speciaufeatin the implementation of the
optical packet switching (OPS) and the optical burst svimgh{OBS) lead to new problems in
the channel allocation, contention resolution and scheguivhich are closely related to the
QoS provisioning. In this chapter, the general OPS/OBS ndttanchitectures are introduced
and the respective QoS models are surveyed.

In Section 2.1, the fundamental features and design is§U@B8/OBS networks are presented
to outline the differences and similarities between thegedrchitectures. Section 2.2 discusses
the problems in channel management due to the on-the-flglswg pattern in OPS/OBS net-
works. In Section 2.3, fundamental contention resolutionesnes are introduced. On the
basis of channel reservation and contention resolutiompcehensive scheduling of optical
packets/bursts is one of the key issues in the switch deSigs.is treated in Section 2.4. Sec-
tion 2.5 reviews and classifies the QoS provisioning medmasiand architectures proposed for
OPS/OBS networks in literature.

2.1 Network Architectures

As the two most representative network architectures basdtie photonic packet switching,
the OPS and OBS share a lot of similarities. In literature, #oum definition that clearly
differentiates these two architectures is not availabielpehis thesis, the definition in [Gau06]
is adopted. The OPS stands for the architectures applyibgma signaling. The OBS, on the
contrary, uses out-of-band signaling and hence enables feasible implementations.
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Figure 2.1: OPS node

2.1.1 Optical Packet Switching

In this section, the basic system model for an OPS switchasqmted first to illustrate the
switching concept of the OPS. Then, specific functionaiiad their realization technologies
are briefly introduced.

2.1.1.1 Overview

Optical packet is the elementary frame structure tranenhitt OPS networks. Each packet is
composed of a packet header and a payload part. The packktrteeatains the control infor-
mation, like source and destination address or label, pdekgth, sequence number, time to
live, packet type etc.. The payload part carries the data.nthion of in-band signaling means
that the packet header and payload are always transmittgdhier on the same wavelength
channel in OPS networks.

As illustrated in Fig. 2.11, an OPS switch can be divided imtarfparts: an array of input ports,
a switch control unit (SCU), an optical switch fabric and aragrof output ports. At the input
ports, the wavelength-division-multiplexed (WDM) optis&nals are split into multiple wave-
lengths by an optical demultiplexer. By tapping on the wavgle channel, the packet header is
read from the optical channel and processed either elecaibnor optically by the SCU. After
decoding the header information, the SCU carries out the talokup and routing/switching
decision, and configures the optical switch fabric to fovidre optical packet to the destined
output port. To compensate the latency in the header priocgdbe optical packet is delayed
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by a fiber delay line (FDL) before entering the switch fabrithe data switching remains in
the optical domain so that the optical transparency is &elien the data path. At the output
port, a new packet header is reinserted in front of the paly@et. This is necessary because in
general the header information should be updated (e.dfietldeof time to live, label swap) at
each switching hop [BPS94].

2.1.1.2 Multiplexing of Header and Payload

While multiplexing and demultiplexing of wavelengths arestiprealized by the arrayed wave-
guide grating (AWG) [Kau02, RS02], there are different waysambine the packet header
and payload on individual wavelengths. In the time domaiig is implemented by letting
the packet header lead the payload. Since the switchingealisnin OPS networks treat the
header and payload as separate segments, a guard time misetied in between to assure
the signal integrity. Alternatively, solutions in the frggncy domain take advantage of the sub-
carrier multiplexing (SCM) technology to send packet hesdera subcarrier of the wavelength
[BPS94, EBS02] concurrently with the payload transmissiotherwavelength channel.

2.1.1.3 Realization of SCU and Switch Fabric

As indicated in Section 2.1.1.1, the SCU can be realized reithéhe optical domain or in
the electronic domain. An optical SCU promises a very fast@ssing speed, e.g., 10 G
packet per second (pps) [KWSO00], and is supposed to be thesfihation to the full opti-
cal transparency in an optical packet switch. A represmetahethod is to utilize the op-
tical code division multiplexing (OCDMA) technology to réad the address/label matching
and switch control [KWS00, RS02, KM03]. However, since the keghnologies for op-
tical buffering and signal processing are still in the irdgnthe optical SCU is impractical
in the foreseeable future. Alternatively, an electronic S€8uves as a more feasible solu-
tion that has led to inspiring achievements in the develogroétestbeds and demonstrations
[GRG98a, GRG 98b, HA0O, DDC03]. This approach requires the optical-to-electrical-to
optical (OEQO) conversion of packet headers and the praggspeed is around the magnitude of
10° pps. Nevertheless, by using large packet sizes, a hightsmgtthroughput can be achieved.
Traffic assembly is hence necessary in ingress edge nodggregate the client traffic of small
data units into large optical packets [OSHTO1]. As a by-padthe traffic assembly re-shapes
the ingress traffic and can improve the loss performanceriaswitches [YXM 02].

Depending on the realization of the SCU, the switch fabric lwaroptically or electronically
controlled. The structures and technologies applied iroftecal switch fabric are broad and
specialized topics. An overview on these can be obtaineBR8P4, RS02].

2.1.1.4 Header Update

The update of the packet header information is generallye donremoving the old header
and inserting a new header [Blu01, BBWPO03]. In case the headeultfplaxed by the SCM,
the old header is dropped by filtering out the accommodatitgarrier with the application
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of frequency selective components, e.g., semiconductiicad@mplifier (SOA) exploiting the
cross gain modulation (XGM). If the header is temporally tplgxed with the payload on
the wavelength, the old header can be blocked out by theticwgitrol of the SOA gate in
the switch fabric. Furthermore, if the non-return-to-zéxiRZ) channel code is used for the
header, nonlinear fiber cross phase modulation (XPM) waggheconverter can be exploited
to suppress the header.

Alternatively, packet headers can be updated without tlasimg/inserting procedure. In
[FKW™01], an architecture was proposed to generate a new headbe mptical exclusive-
or (XOR) operation on the old header and a mask sequence.

2.1.1.5 Synchronous and Asynchronous Operation Mode

A further degree of freedom in the switch design is the symebus/asynchronous operation
mode. In a synchronous node, the switch fabric is configunedonstant time intervals so
that the traffic scheduling and resource allocation can belegftly carried out on the basis
of constant time slot. Packet size in synchronous OPS carxbe €ir variable [GRG98a,
OSHTO1]. Anyway, the size is specified such that the pac&astnission duration including the
necessary guard time fits into an integer multiple of the whoée If necessary, padding should
be appended to packets. Optical packets arriving from marioput ports are synchronously
forwarded through the switch fabric.

In a public transport network, the length of a fiber link is geally not aligned to an integer
multiple of the packet transmission duration and the prapag delay is variable due to tem-
perature variation and chromatic dispersion [GR8h, EBS02]. Additionally, jitter occurs
within the switching node when packets are forwarded to wupprts through different inter-
nal paths. For these reasons, incoming packets from difféireks arrive asynchronously at
the switching node. Packet synchronization is necessaaiigo the timing of packet delivery
according to the local reference time.

A coarse synchronization is realized by a multi-stage switte FDL array. Each stage of
the array is composed of parallel FDLs of different lengtBy. switching a packet through a
specific path in the array that concatenates a series of FDiarious lengths, an appropriate
delay can be introduced to synchronize the packet to theadktsine alignment. Furthermore, a
fine tuning of the delay is possible by exploiting the wavgtdrdependent propagation delay in
a highly dispersive fiber. Different delays are obtainalylednverting the packet onto different
wavelengths. In [KWS00, RS02], these two approaches aréyj@pplied in a switching node.
Of course, the resolution of the introduced delay by bothmaea always limited and should
be controlled such that the resulting misalignment is abl@tcompensated by the inter-packet
guard time.

Optical packet synchronization is still an expensive tedbgy. Besides, the active switching
elements of synchronization devices bring undesirableasidegradations. These problems are
avoided in the asynchronous OPS. Furthermore, the asymaisaperation mode allows the
variable sizes of optical packets so that padding is notssrg to transport the client data
units of variable sizes. However, the flexibility of asynmhous switching leads to additional
complexities in packet scheduling and resource allocatiashe SCU.
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Figure 2.2: OBS node

2.1.2 Optical Burst Switching

OBS was originally proposed [QY99, Tur99] as an intermedsalation to full optical packet
switching. Out-of-band signaling, electronic SCU and abyaoous operation mode are key
features that alleviate the implementation hardness ofystem. Correspondingly, traffic as-
sembly becomes essential in OBS networks. An additional misgrossible for the compensa-
tion of the header processing time in the SCU. The flexibihtyhie basic OBS model has given
rise to a series of variations of the OBS network architecture

2.1.2.1 Overview

In Fig.[2.2, an OBS node is illustrated. In contrast to the O&&non each link headers of data
frames are transmitted through control wavelength charsegparated from the data channels,
I.e., out-of-band signaling. The control channels are teated in each switch by O/E devices.
Control information contained in headers is then decodethenelectronic SCU. Especially,
due to the out-of-band signaling, the data structure of #gelhr includes additionally a wave-
length identifier to signal the SCU on which data channel tireesponding data frame is to
arrive. Note that the wavelength ID results from the chaatietation for this data frame at the
preceding hop. Routing/switching decision and resouraEation/reservation are performed
by the SCU according to the decoded control information froentteaders. An optical switch
fabric is deployed to support transparent optical switglan the data path. OBS only considers
asynchronous switching so that the complex optical symehation procedure is not required.
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At the output ports, updated headers are prepared by the S€&kanto the next hop after E/O
conversion. Since headers are received and sent on sepaméite wavelengths, the realization
of header update in the switch is much simplified in comparisahat in OPS networks.

2.1.2.2 Traffic Assembly

To alleviate the requirement on the processing speed of@ig 8affic assembly is mandatory
in OBS edge nodes. For this reason, the optical data frame inr@B&orks is calledurstto
highlight the fact that each frame contains a cluster of petikames from client networks. For
each burst, a burst header packet (BHP) is generated in tleenedip and transmitted parallel
to the data burst on a control channel to signal the SCUs onattetprough the core network.
By choosing an appropriate burst size, the BHP rate is limgedls the processing overhead in
SCuUs.

2.1.2.3 Compensation Delay

In order to compensate the latency of BHP processing in the 8@HP must reach the SCU
of a switch in advance before the corresponding burst isel&d to the switch fabric. Here, the
interval between the BHP arrival and the burst arrival ismrefitto assompensation delaysince
the BHP latency is composed of a variable queueing delay aeldtvely constant processing
time, the compensation delay should be large enough to ¢hggange of latency as much as
possible. Otherwise, a burst is blocked if it arrives at théch fabric before its BHP has been
processed and the switch fabric has been configured to fdmvarhe compensation delay can
be generated either by deferring the burst transmissiomhopffaet time [QY99, QYO0OQ] in the
ingress edge node or by inserting FDLs in the data channels ilye inputs (cf. Fig. 2/2) of the
switch fabric [Tur99, XVCO00].

2.1.2.3.1 Offset-Time Approach

As illustrated in Figl. 2.3, after the BHP is sent, the burstsraission is postponed by an offset
time in the ingress edge node. The value of the offset timeaidgdined and carried by the BHP.
Hence, the SCU at the next hop can derive the expected aiinvaldf the optical burst so as
to schedule the configuration of the switch fabric corresirugly. This is sometimes referred
to asadvance reservatioim literature. At thel-th hop, the BHP experiences a transit delay of
A in the electronic SCU, while the optical burst is relayed sgarently. As a result, the offset
time between the BHP and the burst is decreasefy layter traversing the switching node. So,
the offset time field in the BHP must be updated at each hop. &kbatl line from the last
hop to the egress node represents an optional signalingeimtplementation. Because the
BHP should temporally lead the burst throughout the core oidvihe initial offset time set by
the edge node should at least cover the sum of the BHP tram&s tat all intermediate hops
between the ingress edge node and the egress edge node.

Source routing strategy was proposed to enable the detationinof the number of hops be-
forehand. Alternatively, the offset time can be fixed acoaydo a predefined maximal hops of
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Figure 2.3: Offset time in an OBS network

routing through the network. This allows for more flexihilin the per-hop routing/switching
strategy. However, it leads to unnecessary delay of burstase there are a smaller number of
hops on the actual data path.

2.1.2.3.2 Per-Hop Compensation Delay by FDL

This approach is similar to that applied in OPS networks Fad./2.1). The length of the FDL

Is decided according to the maximal single hop BHP latencgomparison to the offset time
based approach, this scheme neither imposes restrictiotiseorouting decision nor brings
unnecessary delay by overestimating the hop distance. Vmwiere are extra costs for the
FDLs.

2.1.2.4 Variations in Signaling Architecture

On the basis of the original OBS architecture, there are waréxtensions and revisions pro-
posed in literature. In the following, two variations in tsignaling architecture are introduced.

2.1.2.4.1 Pipeline E2E Reservation

Ignoring the queueing delay, the latency of BHP processin@nnSCU is mainly com-
posed of two parts: the time for routing/switching decisand the time for channel alloca-
tion/reservation on the output link. As will be shown latdre channel allocation is a time-
consuming procedure if a high channel utilization is reedir The rationale of the pipeline
reservation is to parallel the channel allocation proceslinop by hop in order to reduce the
offset time [PCM 05, BS06].
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Figure 2.4: Signaling for pipeline reservation

The signaling process of this scheme is illustrated in Fig. Plere, each BHP is forwarded to
the next hop without waiting for the completion of the chdrallcation for the burst. With-
out loss of generality, it is assumed that the source roudtrategy is applied so that rout-
ing/switching decision takes very little time. Thus, the-pep BHP latency is negligible. After
a processing latency d;, the output channel is allocated. Then, the current switciiode
sends another message to inform the next hop about the wgteléd on which the burst
will be transmitted. Note that the incoming wavelength I&sential to configure the switch
fabric, but it is not necessary for the channel allocatiotheroutgoing link in a strict-sense non-
blocking switch [RS02, Kiih06a]. In this way, the channel @ltion procedures are pipelined
in the switching nodes along the path. The shortest offset that should be configured in the
ingress node amounts to the maximunfpflt is much less than that in the original architecture
(cf. Fig. 2.3).

However, additional signaling overhead is required to supthe pipeline reservation. If the
channel reservation for a burst fails at an intermediate bbpnnel reservations in all down-
stream nodes lead to a waste of bandwidth. To solve thisgmhit was proposed in [PCM5]
that a fast admission test is performed upon receiving a BHiPetdict whether the channel re-
guest can be accepted or not. A BHP is relayed to the next hgpifotile channel request
passes the admission test.

2.1.2.4.2 Two-Way Reservation

In the original OBS proposal, the data burst is sent after th® Bidm the ingress edge node
irrespective whether the BHP succeeds in reserving the mres®in core switching nodes or not.
This is calledone-way reservatioand fits the connectionless packet-switching paradipuo-
way reservatiorschemes were proposed later for a better support of assereides [DB02,
ZWZ104, HXL*05]. With this kind of schemes, reservation acknowledgerisefed back to
the ingress edge node and the burst is sent only when therceson the edge-to-edge path
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Is successfully reserved. In essence, this concept is Vesg ¢o connection oriented circuit
switching and is not treated in this dissertation.

2.1.3 Object Networks and Notations

Since the realization of optical SCUs is still a far goal cdesing state-of-the-art technologies,
the attention in this thesis will be confined to the opto-&t@uc solution of the OPS as well as
the OBS. In the rest of the thesis, OPS networks will solelgrréd those with opaque SCUs
in switching nodes. Because the electronic SCU suffers frampthysical limitation in the
processing speed, traffic assembly in the ingress edge sasséntial in reducing the header
processing overhead in the core network. In the OPS/OBS nle@vohitectures inspected in
this thesis, it is presumed that the client traffic is assenhin the ingress edge node to generate
optical packets or optical bursts. For brevity, the optpatket in OPS networks and the optical
burst in OBS networks will be uniformly referred to as tieta frameor optical frame unless
explicitly stated otherwise. The data unit of client trafBauniformly calledpacket no matter
whether it is IP packet, Ethernet frame or other specific ftataats of client networks.

2.2 Channel Management

In an OPS/OBS node, channel collision arises when more thardata frame are to be for-
warded to the same wavelength of an output port in the oveirigptime periods. To assure
the successful switching, the SCU tries to reserve the oetparinel for each data frame upon
the header processing. In general, the window size to bevexsés set according to the trans-
mission duration of the data frame. In the synchronous ORf nthis corresponds to the
reservation of a fixed or variable number of contiguous titoeson the destined wavelength
channel. In the asynchronous OPS/OBS node, a variable timaiau has to be reserved on
the channel. For OBS networks, this is specially known agustenough-timéJET) scheme

[YQ97].

An important issue in the channel reservation is the hagddhthe channel voids. A void
occurs when an optical frame is delayed through an FDL tdwvesbe collision, as illustrated
in Fig.[2.5(a) for the asynchronous switching. The similases holds for the synchronous
OPS with variable packet sizes, only with the difference tha resulting void is in the unit
of time slot because the FDL delay in the synchronous nodemermglly set to a multiple
of time slots. In OBS networks, further voids can result frdra thannel reservation by the
BHP when variable offset time is introduced between the BHPapttal burst, as shown in
Fig.[2.5(b). In the case of Fig. 2.5(a), the void between thistiag reservation (black box)
and the new reservation (white box) can be still usable foewotata frame, the transmission
of which happens to fall into the void duration. Similarlg,the case of Fig. 2.5(b) if another
BHP comes later but the offset time of the correspondent misstort enough so that the burst
arrival and duration fit the void, the void is also potenyialsable.

With simple reservation schemes, ekdorizon[Tur99] andlatest available unscheduled chan-
nel (LAUC) [XVC99], the channel allocation is uniquely charaited by the horizon defined
as the latest time instant up to which the wavelength is vesefThe reservation module of the
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Figure 2.5: Occurrence of channel voids

SCU memorizes the horizon of each channel and only the peeigaital the horizon is available
for new reservations. This approach simplifies the implaateon, but the channel voids can-
not be exploited. Significant performance gain is achiewethe advanced schemes supporting
void filling [TYC t00, XVCO00]. For this purpose, it is necessary to keep trackefstart and
end of each reservation window, or alternatively the stadtend of each void. Additional com-
plexities in the data structure and search algorithm are tbdalt with [JGO03b, Jun04, Jun05].

2.3 Contention Resolution

Without the relay of wavelength converters, optical switghcan be performed only on the
same wavelength between the input and output link, whicm@nk as the wavelength con-
tinuity constraint. Popular optical switch architectufes., broadcast-and-select [GR@8a]

or tune-and-select [FPS02]) exclude the internal blockietyveen the input and output chan-
nels of the same wavelength. Therefore, for an optical frameing on the wavelength, the
contention arises only when the wavelength chamneh the destined output link is already
occupied.

Channel contention in OPS/OBS networks can be resolved inakelangth domain, time do-
main and space domain [Gau03, AABT7], respectively. To achieve an acceptable performance
in a practical network, different schemes are generallyldoed to resolve the contention in
multiple domains. If it fails, the optical frame is blockexdalost.

2.3.1 Wavelength Domain

By using the tunable wavelength converter (TWC) the opticah&aan be switched onto an-
other wavelength of the output link that is free during thquested time window. This is
equivalent to the sharing of multiple channels in a trunkia [AK93, Kiih06¢] and leads
to a significant performance improvement even in case ofrdefttal traffic pattern like the
self-similar traffic [TYC 00, DGSB01, GDSBO01].

Ideally, a strict non-blocking switch can be realized by fineéwavelength conversion scheme
FPS02, RT02], wherein each incoming (outgoing) wavelergannel is equipped with a TWC
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that supports the conversion to (from) any other wavelengtied by the fiber link, i.e., full-
range wavelength converter (FRWC). However, this schemenmheswoery expensive when the
number of wavelengths grows. More practical solutions ypgl limited number of TWCs
shared per link or per node were proposed in [ELOO, ELP03, BEJAReduction of the expense
can be also achieved by the use of the limited-range wavedermmverter (LRWC) [YLES96,
ELSO05, PP06, RZVZ06].

2.3.2 Time Domain

Buffering is a traditional means to resolve the channel cditipe in the data transmission.
However, quite different from the electronic buffer, an Fplovides only a fixed delay corre-
sponding to the FDL length. Larger delay can be realized bgsaade of multiple elementary
FDLs or by feeding the data to traverse an FDL for severalgime feedback buffer architec-
ture. This leads to a coarse delay granularity that equdlsetelementary FDL latency. Voids
can be generated in the contention resolution by FDL bugeais shown in Section 2.2.

Channel voids are in principle detrimental for the network@enance, because the void can-
not always be exploited (e.g., the incoming frame size gdathan the void) even if the channel
reservation supports void filling. A large FDL delay gramitaon the one hand increases the
void size so that the potential of the performance degradatue to the channel segmentation
is high. On the other hand, the large FDL length enables ldeigy of data so that it is more
likely that the channel is free for the data frame after bela;yed. The FDL buffer should be
elaborately dimensioned with respect to the delay graityland the buffering depth, taking
the influence of the frame size statistic and the load siuatito consideration. The funda-
mental performance features of FDL buffer have been thdryusfudied in [LB03, FLBO5]
for synchronous buffering and in [Cal00, APWO05, RLFBO5] for agymnous buffering, with
respect to dedicated output buffer per link.

Since FDL buffers occupy additional ports of the switch fapthe number of FDL buffers
should be constrained in order not to expand the switch dsimantoo much. Differ-
ent buffer architectures were proposed that deploy FDLeébuffools shared by all links
[HCA98, CZC'04, ZLJ05]. Depending on whether the optical data can be ée# to recircu-
late a buffer stage or not, the buffer architectures aresifiad into feed-back and feed-forward

architectures [CHAO1, Gau02).

2.3.3 Space Domain

Contention in the switch can be solved in the space domain thwyafaling the blocked data
frame to another output link that is free for the transmissidhis is known as the deflection
routing [CTT99, CCF01, WMAO02, BBPV03]. Since the deviation rogtenostly longer (in the

number of intermediate hops) than the original route, tHeedion routing increases the total
network load. In a low load situation, deflection routing aagnificantly reduce the blocking

probability, typically for network topologies with high deses of connectivity like meshed
networks. In high load situations, its effectiveness disties. With static deflection policies
(e.g., shortest path in choosing the deviation route) tleadvnetwork performance can even
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degrade at high network loads, because the deflection gorgsults in a positive feedback in
driving the network to more severe congestion [BFB93].

To avoid the aforementioned disadvantage, at high systadslthe deflection routing can be
disabled in the local node by monitoring the traffic intep$@WXQO03]. By disseminating the
local performance statistics through the routing protpadaptive deflection policies [LSKSO05,
OTO05] estimate the contention likelihood in the downstreedes and select an alternate route
with the least blocking probability. These schemes takiealivantage of the imbalanced load
situation in the network to resolve the local contention.

2.4 Scheduling for Efficient Resource Allocation

Scheduling in OPS/OBS node is concerned with the allocatiauigoing channels for optical
data frames. It is a comprehensive problem involving bodnalel management and contention
resolution introduced in previous sections. In this sectecheduling schemes for efficient
resource allocation are introduced. Another importantiegiion area of the scheduling, i.e.,
service differentiation and QoS guarantee, will be disedss Section 2.5.

According to the degree of freedom in a scheduling problénan be classified into any of the
following categories.

Channel Scheduling: channel selection for a specific data frame. In case of ctnterwave-
length conversion, FDL buffering and deflection routinglsha taken into consideration
in the channel selection.

Header Scheduling: determination of the service order for multiple frame headethe SCU.
The focus of header scheduling is to sort the channel regjaesbrding to some criterion.
How the channel is decided for an individual request is notsane here. For that, a
channel scheduling scheme can be used.

Comprehensive Scheduling:scheduling multiple channel requests to multiple chanri2ise
to the additional degree of freedom, comprehensive schigisl more complicated than
channel scheduling and header scheduling.

The respective applications of scheduling schemes in asgnous OPS/OBS nodes and syn-
chronous OPS nodes are outlined in Table 2.1. Followingdtriscture, various scheduling
schemes are surveyed in the following subsections.

2.4.1 Scheduling in Asynchronous Nodes
2.4.1.1 Channel Scheduling
In asynchronous OPS/OBS nodes, frame arrivals follow a pootess. So, the channel request

can be sequentially processed i.e., infir&-in, first-out(FIFO) order. Furthermore, the com-
bination of resolution schemes in different domains featiéis multiple solutions to the channel
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Table 2.1: Classification of scheduling schemes for OPS/OB&anks

| | Asynchronous OPS/OBS | Synchronous OPS |

optimization schemes to
minimize the delay and void | used for fixed frame length,
(LAUC/-VFand variations) | selection of FDLs

in case of

contention resolution

Channel Scheduling

heuristic schemes
(First-Fit, Round-Robin, etg.

BHP sorted in the SCU to
emulate FCFS for OBS burs’tSQoS differentiation §2.5.2.2.1

QoS differentiation §2.5.2.2.1

Header Scheduling

JISP problem and variations| used for variable frame length
Comprehensive Schedulingwith intentional delay optimization problem as
of data frames a variation of JISP

allocation for an individual request. Channel schedulingpéstypical form of scheduling in an
asynchronous OPS/OBS node.

The resource allocation for each request is performed paording to the arrival time and
the data length as well as the current resource occupamegpéctive of other unscheduled
data frames. If an allocation is successful, probably tespto the contention resolution,
all the necessary resources including the output chanrelelength converter and FDL are
immediately reserved and the data is assured for switchdtherwise, the frame is dropped
without further consideration.

Depending on whether the channel selection algorithm esiout traversal search for some
optimal criterion, channel scheduling schemes are futfassified into optimization schemes
and heuristic schemes.

2.4.1.1.1 Optimization Schemes

Wavelength conversion and FDL buffering are jointly apghlie many node architectures for
contention resolution. In this case, the channel schegludira two-dimensional problem that
has to determine which wavelength channel and which timmeagon this channel should be
reserved.

With non-void-filling scheduling like Horizon [Tur99] andAUC [XVC99], the new reserva-
tion can be only scheduled after the horizon time on eachraaThe algorithm selects the
wavelength that can accommodate the new reservation agdeast delay of the data frame
through the FDL. When multiple choices are available, thennkahas the latest horizon, i.e.,
the latest unscheduled channel is reserved so that the gewlrated void is minimal, as illus-
trated in Fig. 2.6(a).
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Figure 2.6: Arbitration rules in LAUC/-VF and the variations

A representative void-filling scheduling algorithm [TYQ0, XVCO00] is thelatest-available-
unused-channel with void fillin_AUC-VF) scheme. In this scheme, the channel voids are
also candidates for the channel allocation. The algoritnshtfies to place the new reservation
on a wavelength while minimizing the delay of FDL bufferirig.case more than one void are
found on different wavelengths, they are further arbittddg minimizing the newly generated
void leading the new reservation (cf. Fig. 2.6(b)). Alteivgly, the new void following the
new reservation (cf. Fig. 2.6(c)) can be minimized, as aat@m [ISNS02] of LAUC-VF. In
further elaborations [ISNS02], a void is more preferredtf@ reservation than an unscheduled
channel under the condition that the necessary FDL deldyeisame. An example for this is
shown in Fig. 2.6(d). To tackle the high computational caRfty, fast algorithms based on
computational geometry were proposed in [XQLX04] to enauthe LAUC-VF scheduling.

2.4.1.1.2 Heuristic Schemes

In contrast to those optimization schemes, heuristic &lgos like first-fit and round-robin
[XVCO00, CCO01] aim at a fast determination of the channel allocatvithout traversal search
for the optimum. First-fit with void-filling algorithm, forxample, simply adopts the first lo-
cated void or unscheduled channel that is suitable for thervation. Here, there is the degree
of freedom in the design of the hunting mode [GauO06], i.es, dhder in which the resource
is searched for the allocation. An FDL-preferred algoritfoouses on one wavelength and
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exhaustively try the available FDLs of different lengthsstthedule the data frame onto this
wavelength, before another wavelength is scanned. On titeacy, a converter-preferred algo-
rithm tries to schedule the frame on any of the wavelengtimicgis with a fixed FDL delay. If
it fails, then a larger FDL delay is taken and the wavelengtiechecked again in a round-robin
order. The converter-preferred algorithm results in semadlelay but higher demand on the
number of TWCs in comparison to the FDL-preferred algorithrhe @esign decision should
be made according to the number of shared TWCs and FDLs in thehsmg node [Gau04].

Deflection routing is mostly used as a supplementary apprimetbe wavelength conversion and
FDL buffering in the contention resolution. With full waeglgth conversion, the performance
evaluation showed that wavelength conversion should bd fiist [Gau04]. Only if it fails,
FDL buffering and deflection routing are used. A hunting mpigerring the deflection routing
can bring more performance gain than the one preferring Riblebng at light network loads.
However, the situation is inverted at the medium and higdsd&KS04, AAB'07].

2.4.1.2 Header Scheduling

In OBS networks applying variable offset time in the burshsmission, the BHP arrival se-
guence in a switch can differ from the burst arrival sequeRexjuest processing according to
the BHP arrival sequence can cause a low channel utilizatiagha channel allocation. This
problem is mitigated by intentionally buffering and resagtthe BHPs in the SCU according to
the burst arrival time [LQXX04, PCNO5]. In this way, the channel reservation is performed
in afirst-come, first-serve(FCFS) manner with respect to the actual burst arrival time.

2.4.1.3 Comprehensive Scheduling

In the channel scheduling, the resources are allocatedvattlyrespect to each individual re-
qguest. So, the result can be suboptimal for a cluster of stguTiving within a specific
time window. Header scheduling does not change this eitl@mprehensive scheduling
aims to achieve the optimal allocation scheme by considexigeries of channel requests. In
[KAO5, CEBSCO06], the handling of the requests in an SCU is dividemltwo phases: requests
collection and scheduling. In the collection phase, themmiag requests are buffered and de-
coded. In the scheduling phase, scheduling algorithmsaarged out for an optimal allocation
scheme taking into consideration of all the collected rstgieThe optimization is known as
joint interval selection problem (JISP) [CORO01], the solatif which is, however, generally
too complex for on-line applications. Correspondingly, fitic algorithms [KA05, CEBSCO06]
were developed to reduce the computational complexityemataining the advantage of the
joint scheduling of a cluster of requests.

2.4.2 Scheduling in Synchronous Nodes

In the synchronous OPS node, there can be multiple framabsh each time slot from the in-
put ports to the same output link. In principle, comprehenscheduling problem is concerned
here.
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2.4.2.1 Fixed Frame Size

In case the frame duration is fixed and equal to the time $letsystem does not suffer from the
channel segmentation due to the voids. With full wavelemwgthversion, the channel allocation
is trivial. For a channel request, an arbitrary free wavgilerin the channel groups can be
selected. Vice versa, for a free channel it does not matteshndata frame in the request list
Is to be assigned. Due to this fact, the problem degradestolthnnel scheduling. The issue
of scheduling lies mainly in the determination of FDL del&ay®e used in case all wavelengths
are allocated and a data frame has to be delayed for comersmlution. Here, different
schemes are possible depending on the FDL architectures {G€CWhile simple algorithms
just choose an available FDL providing the minimal delaympéexer algorithms also take
into account the states of the FDLs, i.e., the buffered dathe FDLs. An FDL is chosen to
minimize further collisions in the channel access afterdai frame is delayed.

2.4.2.2 Variable Frame Size

If variable frame sizes are used, wavelength/FDL allocafar all instantaneously arriving

frames becomes a complex optimization problem similaréacese in asynchronous switching
nodes. The problem is difficult to be solved with on-line aitions. For this reason, heuristic
algorithms were proposed to achieve a fast computation avitbmpromised network perfor-

mance [CCC04].

2.5 QoS Provisioning

Theories and models for QoS provisioning have been intelysieveloped in last decades
[FBTZ02]. A general overview on this area is provided by dfasations of QoS models ac-

cording to different criteria. Then, schemes for QoS déferation in a single OPS/OBS node
are introduced. On this basis, the architectures for abs&2E QoS provisioning are discussed.

2.5.1 General Issues

QoS problems in communication networks can be classifiedferent perspectives. Accord-
ing to the setting of QoS goals, it is distinguished betwedstive and absolute QoS, determin-
istic and statistical QoS, respectively. With respect feedent degrees of fineness in the flow
differentiation,integrated servic€IntServ) anddifferentiated servic€DiffServ) architectures
were defined. In view of the system dimension, a problem cdorpeulated as single-node or
E2E QoS provisioning.

2.5.1.1 Relative QoS and Absolute QoS

The concept of relative QoS focuses on the realization démdint levels of service qualities
between traffic flows. Here, the QoS requirements of a singke &re defined with reference
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to those of other flows. For example, as the QoS goal a ratioegptobability for delay bound
violation is to be retained [Bod04] between multiple flows.cBkind of QoS paradigms is
known as proportional QoS differentiation. In contrasttte telative QoS, absolute QoS cares
for the absolute QoS specification for the flow of interestespective of the service quality of
other flows.

Scheduling disciplines play a central role in both relatwvel absolute QoS provisioning. A
conserving law would be a very desirable feature for schedudchemes, which means the
average performance with respect to all flows remains atdaheedevel as if the scheduling
mechanism is not deployed. Some scheduling algorithmsostipply relative QoS. However,
supplemented with admission control and policing mechasifor all flows, absolute QoS can
also be achieved. Some QoS mechanisms, e.g., channdbpadivanced scheduling schemes
like weighted fair queueing (WFQ), support service isolatidhat is, they assure that the QoS
specification of a guaranteed flow is not violated no mattev tiee other flows behave. This
can be regarded as an extreme case of service differentidi minimizes the performance
interaction between flows. As long as the traffic charadiers the flow conforms to the
agreement, its absolute QoS specification is reliably Fedfil

2.5.1.2 Deterministic QoS and Statistical QoS

In light of the strictness of QoS guarantee, it is distingas between deterministic guarantee
and statistical guarantee. While deterministic QoS is $jgekcin the form of hard bounds on
the performance (e.g., delay bound, free of loss), in si@disguarantee QoS requirements
are defined by means of performance statistics (e.g., mdaw, dtess probability). To realize
deterministic performance bounds, the traffic flow is gelheragulated at the ingress of the
network to conform to a constraint function. This is a fuantiof time interval and defines
the maximal arriving traffic amount in the time interval. TWerst-case performance can be
estimated by deterministic queueing analysis with respethe constraint function [Zha95,
EM97, Bou98, BTO01]. In the statistical QoS paradigm, trafficl&racterized by statistical
proces@ (e.g., point process, fluid flow model) and conventional @iy analysis based on
the Markov theory [Kle75, RMV96] is applicable. Statisticalarantee mostly promises much
better resource utilization than deterministic guarantdewever, it relies on an appropriate
modeling of traffic characteristics.

2.5.1.3 IntServ and DiffServ

In the Internet, IntServ and DiffServ are the two most impottQoS architectures defined by
Internet Engineering Task Force (IETF). In IntServ [BCS9Aglividual E2E flows are identi-
fied and parameterized by QoS mechanisms in every switcluidgs This offers a fine gran-
ularity in the flow differentiation. However, it is not schla for large networks. In DiffServ
[BBC 98], traffic flows are classified into several predefined serelasses and the QoS mech-
anisms differentiate the QoS between the service classtsanm of individual flows. Diverse

1 Statistical QoS can also be provided with respect to regdl#taffic characterized by constraint function
[Kan06]. But it is not treated here.
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treatments among the service classes, so-called per-hapibe (PHB) requirements, are spec-
ified. These requirements can be realized through varioehamesms, which are left open as
a degree of freedom in the implementation. If the absolut§& @orequired on the basis of

DiffServ, it is necessary to map the QoS requirements ofiddal flows to those of the service

classes defined per hop.

2.5.1.4 Single-Node QoS and E2E QoS

Considering the system boundary, the QoS problem can bedseitreer for individual network
nodes or in an E2E view. Naturally, the E2E QoS is always zedlion the basis of per hop
QoS guarantee through the path. In the formulation of thélpro, it is necessary to deduce
QoS requirements at each hop from the overall E2E QoS spmin; for example, the delay
budget allocation through the network.

Furthermore, per hop QoS mechanism relies on the trafficifggmon at the input of each
node. This sets forth the demand on characterization ofdépartuire flow from each node. In
the deterministic QoS paradigm, the theory of network dak{Bou98, BT01] was developed
to deal with this problem. Alternatively, per-hop shapif8CPD0] was proposed to provide a
renewal flow specification at the input port. In the statatiQoS paradigm, accurate charac-
terization of departure traffic by stochastic process isegaty difficult for individual flows.

A common practice is to apply the Poisson process as a ca@isenpresumption to model
the traffic. Especially in the DiffServ architecture, thssamption is asymptotically true if the
traffic of each service class is aggregated from a large nuofd€2E flows.

2.5.2 QoS Differentiation in Single OPS/OBS Nodes

In OPS/OBS core nodes, the buffering capacity through FDusng limited. So, the queueing
delay is not a performance issue. On the other hand, datéslossvitable due to the nature of
switching “on-the-fly” of the optical frames. Frame lossIpability becomes the major concern
in QoS provisioning, which falls in the statistical QoS pigem. With respect to the scalability,
the concept of DiffServ is typically applied in the transpoetworks.

An overview on the QoS differentiation schemes in individ@éS/OBS nodes is given in
Fig.[2.7. While the solutions on the data path perform the asiimn and channel allocation
solely for the data frames, solutions on the signaling paltiexe the performance differentia-
tion by handling the frame headers.

2.5.2.1 Solutions on the Data Path
2.5.2.1.1 Channel Partitioning
Basic QoS differentiation can be realized through bandvatiditation between service classes.

The data path of an OPS/OBS node is in principle modeled bysasipstem [YQO00, DGSBO1,
YCQO02a] like conventional circuit switch. Correspondinglgannel partitioning was proposed
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Figure 2.7: Classification of QoS differentiation schemes

to realize bandwidth allocation in such a system. It sengesa éundamental differentiation
mechanism and is able to accommodate other schemes likgiamal dropping, preemptive
channel allocation and multi-path routing (cf. Fig. 2.7).

In a rigorous channel partitioning, wavelengths on the oiipk are grouped into disjoint sets.
The wavelengths in each set serve a specific service claBsimety. This scheme provides
a hard service isolation, however, is mostly over-killingldeads to a low channel utilization.
In [ZVJCO04], dynamic wavelength groupind®WG) was proposed. In this scheme, the set of
wavelengths accessible for a service class is not fixedeadstit only specifies for a service
classi the maximal number of wavelengtims,ax; that can be held at one time. The sum
of mmaxi for all i can be greater than the total number of wavelengths of thenfip to
allow a certain degree of bandwidth sharing. Especiallygh priority class is assigned with a
relatively largemmay;. If an optical data frame arrives and finds its correspondemyice class
has occupied as many wavelengthsrasyi, there are two options to be taken.

1. A wavelength is reserved for the request if there are fremiels. Otherwise, the data
frame is dropped.

2. The data frame is dropped no matter whether there are fagel@ngths on the output
link or not.

Scheme 1) is a natural choice [UOS04] for synchronous OP$amitstant frame size. Other-
wise, the free bandwidth is simply wasted. For variable &aize or asynchronous operation,
scheme 2) is preferable [ZVJCO04] if the service differemiais emphasized. In other words,
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over-reservation is not allowed because this can blockbidiglata frames of other classes that
arrive later. However, this excludes the chance to exgheifftee bandwidth more efficiently.

To tackle the above dilemma, adaptive schemes were propasddVJC04], the algorithm
keeps track of the on-line measurement of loss rate for elask and judges accordingly for a
concerned frame arrival whether scheme 1) or scheme 2)&lheuhpplied. If the respective
loss rate is far below the specification, scheme 1) is chasalhdw a better resource utilization.
Otherwise, scheme 2) is taken to assure the service diffatiem. In [UOS04], the authors
proposed to adaptively adjust the channel grouping paeméased on the measurement of
loss performance per class.

DWG was further generalized to a scheme calle/elength sharing with minimum provi-
sioning and maximum occupan@y/S-MinMax) [YR06]. WS-MinMax retains the parameter
Mmaxi and uses Scheme 2) to discard the data frame wiygR; is exceeded. In addition, it
specifies for each class a guaranteed number of wavelemgfis: Mmini < Mmaxi under the
conditiony; Mmini < Mink. The idea is to assumamy,; wavelengths for each class in any case
and allowmink — 5 Mmini Wavelengths to be shared by all classes in a FCFS manner. Like
DWG, the algorithm here only counts the number of wavelengtitsdoes not fix the wave-
length groups. If a data frame of claisarrives and finds the number of wavelength occupied
by classi amounts tom : Mmin; < M < Mmaxi, it is eligible to reserve a free wavelength as
long as the wavelength number,n j can still be guaranteed for any of the other clagsgs.
Mathematically expressed, a channel reservation is aglrfittr a newly arriving frame of class

I if and only if [YROG6]:
my < min{Mmaxi, Mink — ;max{mbmmin,j}} (2.1)
IEA

Eq. (2.1) shows that the admission procedure of a single fdatae involves the parameters
of all service classes. So, an appropriate parameter geastiorucial for the overall system
performance. In [YRO06], a heuristic optimization algoritkas proposed for the determination
of Mmaxi andmminj With the object to minimize the loss probability of the befoe service
while holding the specification of loss performance for asdservices.

2.5.2.1.2 Intentional Dropping

With intentional dropping, a data frame can be dropped everwvihere is no contention on the
output link.

Proportional lossscheme [CHTO01] aims to realize proportional loss perforradretween dif-
ferent service classes. For this purpose, the traffic logsacl service class is measured in the
switch and a data frame can be intentionally discarded ierai@ retain the ratio of the loss
probability between the classes.

In assured horizofiDol04], the system is switched to the congestion workinglmas soon as
the number of occupied wavelengths on the output link remehgredefined threshold. In the
congestion mode, all data frames of best effort service,(ean-conforming traffic classified
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by traffic regulator in the edge node) are actively droppealtmd channel competition against
assured services.

Early dropping[ZVJC04] uses the similar concept as random early detecR&D() mecha-
nism. The arriving data frames of low priority classes camitentionally dropped to increase
the chance of successful channel reservation for highipyridlasses. The intentional dropping
is done randomly with a probability assigned to each sersfass. The value of the dropping
probability is dynamically adjusted by comparing the meaduloss performance for the classes
of higher priority with the predefined threshold levels.

2.5.2.1.3 Preemptive Channel Allocation

The preemptive reservation allows a newly arriving datenfdo preempt another data frame
being transmitted on the output channel or an existing vasien on that channel. There are
various preemptive schemes.

In virtual channel reservatio(WVCR) [GTJLO5], preemptive reservation is deployed on théshas
of a variation of DWG. Here, the over-reservation (schemeS3sdation 2.5.2.1.1) is allowed as
long as free output channels are available. As a comprothisehannel reservations marked as
over-reserved are subject to preemption by eligible fracoesing later. Especially, a signaling
protocol was designed for OBS networks. When a burst resernvat the output channel is
preempted, a signaling message is sent to inform the dosamtswitching nodes to cancel the
reservation of the preempted burst, so as to increase timaehatilization.

In adaptive preemptioscheme [0OS05], a preemptive drop policy was proposed asfa sel
contained differentiation mechanism. With a certain ploldg, an arriving frame of a high
priority class can preempt an existing reservation or trassion of the low priority class. The
preemption probability is dynamically tuned accordingtte ineasured loss performance of the
high priority class in order to keep the loss under the agkess.

2.5.2.1.4 Frame Segmentation

Commonly, when the transmission of a data frame is intertypte frame is regarded as lost
due to the destruction of the information integrity. For #ame reason, if the channel reser-
vation of a frame is preempted before the transmissionsstie reservation is removed com-
pletely. However, by appropriate frame structure and apdicheme, it is possible in case of
interrupted transmission that the segment already tratesinonto the channel is able to be
decoded by the receiver. Correspondingly, when a channeivason is preempted, only the

segment overlapping with the contending frame needs todmnmpted.

Taking advantage of this featungsjoritized burst segmentatigivJ03] permits a data frame to
encapsulate traffic from different service classes, with poiority traffic assembled on the talil
of the frame. In case of a preemption of a frame transmissiots channel reservation in the
switching node, only the tail segment in collision with tlentending frame is dropped. In this
way, the lower priority traffic experiences a higher losgorat a competition situation.
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2.5.2.1.5 Multi-Path Routing

Multi-path routing was proposed in [CCRS06] as a supplemergaingme for channel parti-
tioning. In each switching node, the routing algorithm f@negs multiple routing paths for flows
of low priority class: a default path following the shortesith and alternative paths with larger
delay. The channel occupancy of each outgoing link is dyoalhyimonitored. If a congestion
state is discovered on the default outgoing link, a low piyooptical frame is switched to an
alternative path. On the contrary, high priority traffic iways routed through the shortest path.
As a result, high priority class obtains a better loss pentorce at the expense of the increased
delay for low priority class.

2.5.2.2 Solutions on the Signaling Path

In the electronic SCU, scheduling schemes were suggestéuefbeader processing to tune the
loss performance of different service classes. In casetebBband signaling in OBS networks,
different offset times in the advance reservation can infteghe probability of successful chan-
nel reservation considerably.

2.5.2.2.1 Header Scheduling in SCU

In Section 2.5.2.1, the solutions on the data path impyieiisume that the signaling channels as
well as the processing capacity of SCUs are sufficiently dsioered to exclude any impact on
the performance in the data plane. Header scheduling, ocotiiteary, looks at non-negligible
gueueing latency of frame headers in the SCU.

In [KAO4], it is assumed that the queues of frame headerserS8U grow up when the data
channels are heavily loaded. Scheduling scheme (e.g., WR€¥sting) based on the gener-
alized process sharing (GPS) concept is applied in the SCOrtdrame headers of different
classes before they are delivered for processing. The eaeasnof the scheduling algorithm
are configured to reflect the quantitative bandwidth aliocein data channeldor each class.
As a result of the service isolation property of the schedifl¢he traffic intensity of a service
class exceeds the agreement, the headers of non-confodatiagraffic suffer larger queueing
delay. In case of an overdue in the header processing, tieabgéata frame is dropped. In this
way, the switching of conforming traffic is protected agaithe non-conforming traffic. This
scheme, however, takes effect only in heavy load and owtditaation.

In [YZV01], incoming frame headers in the SCU are buffered sclieduled by static priority
policy. The QoS differentiation is based on the fact thatate header processed earlier has a
better chance in reserving the channel successfully. Oattiex hand, the prioritization effect
turns up only when there are sufficient backlogs in queuesth8@oS differentiation with this
scheme occurs at relatively high load and in the range of t&gh loss rate.
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2.5.2.2.2 Offset-Time-Differentiation for OBS

Special QoS scheme was proposed for OBS networks by meane otitrof- band signaling
[YQO00, QYDO01, BS05]. Here, additional QoS offset time is ined between the transmissions
of BHPs and optical bursts. Bursts of high priority class havenger QoS offset time. At
the channel reservation by BHP, a larger offset time meansevation in the farther future.
Alternatively, taking the burst arrival as the referencenpim time, a larger offset time is equiv-
alent to an earlier reservation. In either perspectiveptibability of successful reservation is
higher. In OBS switch without FDL buffering, a high prioritytst obtains an absolute superi-
ority over a low priority burst if its offset time is largerdh that of the low priority burst by a
duration equal to the maximal burst transmission time ofidepriority burst. In that case, a
high priority burst is never blocked due to the channel oetgy by low priority bursts.

This offset-time-differentiatioscheme holds the conservation law [YQOO], which is an impor-
tant advantage compared with the intentional dropping aedrpptive scheduling. At the same
time, its effectiveness does not depend on the BHP queueitigei®CU like the prioritized
scheduling of frame headers mentioned above. On the othel; QoS offset time is generally
much larger than the offset time for the compensation of BHRggsing latency in SCUs. This
brings additional E2E delay and results in large channadsioiSince small burst sizes have
better chances to fit into voids than large sizes, it leadsfaitness problem in the channel
reservation [YZV01].

2.5.3 Absolute E2E QoS Guarantee

To support absolute E2E QoS guarantee, a complete QoSeatciné is built on the basis
of the per-hop QoS differentiation mechanism by integgaadmission control, signaling and
reservation protocols [Dol04] as well as control/managemeotocols. Note that the admission
control and resource request are here discussed on the B2k (i.e., the concept of virtual
connections), instead of the channel requests of indiViolpigcal frames addressed in previous
sections. The focus is placed on the conceptual problemuiation in the absolute E2E QoS
guarantee. The paradigms of static traffic engineering amérmic service provisioning are
inspected respectively.

2.5.3.1 Approach in Static Traffic Engineering

For admission control, a conceptually straightforward w&ip evaluate the loss performance
following the routing path and derive the E2E loss rate ferrquest. The request is admitted
under the following constraints.

1. The estimated E2E probabiIiE}IgE for this request is smaller than or equal to the maximal
allowable loss rat®:g.

2. The E2E QoS requirements of those admitted flows in seare@ot violated.
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Assuming the route from the ingress node to the egress ndokedsfor the request and there
are in totalz hops. The hops on the route are sequentially numberedby i < zand the loss
probability at thei-th hop is denoted then B§-. Assuming statistical independence, the E2E
loss probability is calculated by:

Pee=1-[](1-P) (22)

As explained in Section 2.5.1, the Poisson process is cortynused to model the input traf-
fic of the switch, which is also justified for OPS/OBS nodes PAY¥CQO02a]. Per-hop loss
probabilityPiL is analyzed taking into account the local traffic intensitygannel occupancy and
the QoS differentiation scheme deployed. The closed-faiution, if any, is mostly nonlin-
ear. Also note that the computation Bf at an individual hog is inter-correlated with the
loss probability at the preceding hops because the inpifictiatensity in the current node de-
pends on the loss probability at preceding hops. Furthexnibe E2E loss performance must
be also evaluated for those carried flows to assure Condijiolm 2otal, the problem concerns
itself with the solution to a large array of nonlinear eqoiasi. Erlang fixed-point approximation
[KMKO04] is a well known numerical method to solve this kindmfoblems.

Due to the large computational overhead, this approachtisuitable for on-line admission
control, but is applied in static network planning and tea#éfngineering [RVZWO03]. On this
basis, maximal offered traffic is specified for each ingeg®/ss pair and for each service class
such that all QoS measures are satisfied at the maximal rielwaat. In the network operation,
the on-line admission algorithm just needs to control th#itrload accordingly. In this archi-
tecture, a relative low resource utilization is conceieatilie to the static resource allocation.

2.5.3.2 Dynamic Provisioning through QoS Budget Partitiorg

The complexity of the admission problem in the precedingdiseds attributed to two aspects.
First, the modeling of reduced load after each hop bringedégnce between the loss perfor-
mance of individual hops. Second, taking solely the E2E pysebability as the performance
measure allows a large solution space for the combinatipeehop loss probability along the
route. To alleviate the computational overhead, additiaparoximations and constraints are
introduced in this section. Considering the very low losg (atg., 104 ~ 10-°) required in
practical transport networks, the traffic intensity of a floan be regarded as fixed throughout
the network. Also, the maximal allowable E2E loss prob&bH ¢ is partitioned into a series
of specifications of per-node loss probabilRy with 1 <i <z This resolves the E2E QoS
problem into the QoS guarantees in individual nodes aloagdhting path. By this means, on-
line algorithms are feasible to admit E2E service requegtsspect to the dynamic network
status.

Furthermore, the derivation of per-hop loss probabilitgnirthe E2E QoS requirement can
follow either a static rule or a dynamic approach. Furthdaitkeare given in the following
subsections.
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Figure 2.8: Admission control with static specification ef{hop loss rate

2.5.3.2.1 Static Specification

With the static QoS specification along the routing path,reege admission procedure is illus-
trated in the flow chart in Fig. 2.8. Upon the arrival of a newEEBW request in the ingress
edge node, the route is first determined by the routing dlgori Then, the E2E loss specifica-
tion of the request is split into the requirements at indnalchops of the route according to some
static rule irrespective of the network status. On the hafdise per-hop QoS specification, each
node first classifies the request into a local QoS class ammdigsgethe admission algorithm with
respect to the traffic description of the new request. If ggas the admission control of every
hops, then the new request is accepted. At the same timetatfes sand configurations in the
switching nodes along the route are updated corresporydi@gherwise, the request is rejected.
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Equal splitting is a commonly used static rule in the per-Qo$ specification [ZVJC04, OS05,
YRO06]. Replacing:’éE andPi'- in Eq. (2.2) withPiz andP* respectively, and making" constant
for all i, it is derived:

Pr=1—(1-P)"? (2.3)

The maximal E2E loss probabilifyt; is determined by the service class. With a given routing
scheme, the hop distanz&etween different node pairs can differ from each otherctvleads

to different specifications d?* even if the corresponding service class is the same. Larger
results in smaller value d?*. Ideally, for each value d®*, a local QoS class should be defined
that keep* as the QoS goal. In the worst case, the number of classes iftchiswy node
amounts to the product of the number of service classes @&dumber of node pairs. This
leads to a scalability problem in large networks.

In [ZVJCO04], a path clustering mechanism was proposed tocedue number of local QoS
classes having to be maintained. The valueg fufr all ingress/egress node pairs are sorted
and grouped with the neighbouring values. For each grouppfdstanceP" is calculated by
adopting the largest value ain the group. This leads to a relatively conservative speatifon

of P* to guarantee the absolute QoS. Depending on the degreepdtthelustering, the number
of necessary QoS classes per hop can be much reduced.

2.5.3.2.2 Dynamic Specification

Static specification does not consider the unbalance ineéh&ank load. On the contrary, dy-
namic scheme distinguishes the workloads of individuat@wimg nodes, and tries to assign
relatively looseP* for congested nodes and tigRt for nodes with low load. A representa-
tive scheme was proposed in [PCBK, PCM"07] which is based on a probing mechanism to
collect the information of network status.

In this scheme, a set of classes associated with correspp@bS requirements on the loss
performance are defined uniformly for every switching nodésese classes are not directly
related to the service class of a request identified in theegsgedge node. They only represent
different levels of loss performance that can be provided bwitching node. Upon the arrival
of a new request, the admission algorithm in the ingress nades out two rounds of signaling
through the network, as illustrated in Fig. 2.9. The firsimdaims to probe the load situation in
the network and reserve the resources on the routing pathtefjuest is sent through the route.
Each hop on the route checks the best QoS class it can suppthtd request, and marks the
reservation of local resources correspondingly. The ddlssation together with the current
load in the local node is sent back in a report message to ¢inesas node. After collecting all
feedbacks, with Eq. (2.2) the ingress node is able to dediadhver the E2E QoS requirement of
the request can be satisfied. Furthermore, if the obtairigeloss performance is even better
than the requirement, there are opportunities to reakbogatass with a looser loss specification
in those switching nodes showing relatively high loads. ifls&uctions of reallocation are sent
in a configuration message along the path in the second signaund. On the other hand,
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Figure 2.9: Signaling process in the dynamic specificatiadh probing

if the ingress node decides to reject the request, a releassage is sent instead to cancel the
resource reservation in each node made by the request reesdhg first round.
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3 Edge Node and its Relevance to E2E
QoS

As indicated in Chapter 2, an edge node plays the role of a ggtbetween the OPS/OBS
core network and client networks. As one of the most impadi@sks, an edge node assembles
incoming client traffic into optical data frames and disasiskes received data frames to client
traffic. With respect to various system and performancetcaimss, different assembly schemes
were proposed and the influence on traffic characteristiegetisas network performance was
evaluated. Scheduling of frame transmission in the ingedg® node is another important de-
sign issue, which can differ from the scheduling in a cora@dwng node due to the availability
of electronic buffers in edge node. Furthermore, integratethe E2E QoS architecture, an
ingress edge node is responsible for the admission comth@rein the performance impact of
the local edge node (e.g., with respect to delay and jitteal)l elso be taken into consideration.

This chapter reviews the related work for the issues meati@above. On this basis, the QoS
problem investigated in this thesis is outlined. In Sec8dh system models for the edge nodes
are introduced with respect to different network layoutesoks. Traffic assembly and trans-

mission scheduling are discussed in Section 3.2 and 38ectgely. Section 3.4 summarizes

the QoS requirements that should be evaluated in the edgearatiformulates the admission

control problem.

3.1 Network Layout and System Model

According to the deployment environment, there are bdgitab layout styles at the edge of
OPS/OBS networks, as illustrated in Fig.|3.1 with an examplgvark consisting of two core
switching nodes. Fig. 3.1(a) shows the approach with distied edge nodes. Here, edge nodes
are geographically interspersed to collect and distrilattic of client networks in the local
area. Traffic collected from client networks is assembléol aptical data frames by edge nodes
and relayed to a switching node through a point-to-pointrfiik. From the perspective of a
switching node, however, there is no difference betweeddeknks from edge nodes and links
from other switching nodes. Fig. 3.1(b) depicts the othgold scheme having an edge node
co-located with the switching node. Here, the edge node antdleng node can be separate
devices interconnected with each other by a local fiber cabdesimilar way as the case of
distributed edge nodes. Alternatively, they can be redlean integrated system. While the
integrated solution provides the opportunity for more @it scheduling and resource alloca-
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Figure 3.1: Network layout on the boundary of OPS/OBS network

tion, an isolated realization of the edge node and the swigaiode reduces the implementation
complexity and assures a good modularization.

A generic model for an edge node and its connection to thecking node is depicted in
Fig./3.2. The edge node is composed of a transmission moddla aceiving module. In the
transmission module, the incoming client traffic is classifinto different forwarding equiva-
lence classes (FEC) according to their service class anohedésigress node. The notation of
FEC indicates the fact that packets of the same FEC can ledrequivalently in the core net-
work for routing and switching. After classification, patkare distributed to assembly buffers
according to the assigned FECs, where they are aggregatathitat frames of larger sizes. Fur-
ther on, the transmission scheduler delivers the data Bamnd schedules their transmissions
to the switching node through multiple wavelength channelshe receiving module, the main
tasks lie in the disassembly of data frames and distributfqrackets to client networks.

The thick dashed data forwarding lines between the edgemodeles and the switching node
denote the unidirectional fiber links in the case of sepanatie realization. When an inte-
grated edge/switching node is concerned, the fiber cormmectis well as the channel mul-
tiplexer/demultiplexer are not mandatory. Instead, théRkxports of the edge node can be
directly connected with the ports of the switch fabric in sgtching node. Furthermore, in the
integrated solution the assembly control and transmissobieduling in the edge node can be
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performed with reference to the system status of the switchode, which is denoted by the
dashed control line starting from the SCU of the switchingenod

The remainder of the thesis concentrates on the transmissoalule of the edge node since
it plays a much more important role in the E2E QoS provisigriiman the receiving module.

Besides, the isolated realization of edge node and switciode is assumed for the implemen-
tation benefit mentioned above. Further details on the stfidy integrated node solution can

be found in [YXM02].
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3.2 Traffic Assembly

This section first introduces various assembly schemesopeapin literature. Then, the work
in traffic characterization for the assembled traffic is eax@d and the impact on the queueing
performance in subsequent network elements is discussagllyi-the performance evaluation
for a single assembly buffer is introduced.

3.2.1 Assembly Schemes

The degree of freedom in designing basic assembly schendeided by various constraint
factors, which are mostly reflected in three basic systemrpaters of an assembler. Depending
on whether the parameters are configured statically or digadly) assembly schemes can be
classified into static schemes and dynamic schemes.

Additionally, special assembly schemes were proposed fo8 Qrovisioning and efficient
grooming.

3.2.1.1 Basic Schemes
3.2.1.1.1 Assembly Parameters

Basically, there are three parameters in controlling thiEdrassembly: timeout period, frame
size threshold and minimal frame size.

Timeout Period: The timeout period specifies an upper bound on the assemlaly. detimer
Is set upon the arrival of the first packet in an empty assetbffer. When the timeout
occurs, a data frame is generated by aggregating the packbtsassembly buffer.

Frame Size Threshold: The duration of an optical frame in the core network cannodie
trarily large. For example, it is generally desired thatrtteximal frame duration does not
exceed the FDL length in order to realize the data storagetifumin the optical domain
more precisely [Buc05]. Furthermore, in the implementabbthe channel reservation
module for an SCU, it can also be necessary to specify an upperdbfor the frame
duration [JG03a]. To this end, a size threshold is used imsisembly control to limit the
size of a data frame. When the size of the total packets in enady buffer exceeds the
frame size threshold, the assembly of a new data frame cgetrégl.

Minimal Frame Size: For photonic switching, there are additional transmissierheads due
to the guard gaps between the data segments and the mininaiisgy time of a switch
fabric. In order to assure the switching efficiency, the tdareof a data frame cannot be
too small. For example, it should be beyond the magnitudeiofasecond compared to
the typical switching overhead in the magnitude of nanosé¢BS02, Buc05] with SOA
switching technology. The parameter of minimal frame sgéeafined exactly for this
purpose. Upon the assembly of a data frame, padding is addetessary, to make the
frame size not smaller than the minimal frame size. Note tierethe minimal frame size
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does not trigger the generation of a frame, in contrast tditteout period and frame size
threshold. It only decides whether padding is necessaipgltine generation of a frame.

3.2.1.1.2 Static Schemes

Basic assembly algorithms are derived by taking differentlminations of the assembly param-
eters into consideration. A brief summary is given in Tablg @hich is self-explanatory.

For the assembly schemes concerned with the frame sizéntideshere are further variations
in the specification of the frame size. If fixed frame size ¢dodhe frame size threshold is
used, padding is necessary in case the timeout occurs amoltbeted data do not amount to
the frame size. To mitigate the padding overhead in thissdn, the frame can be filled with
packets from other FECs, as long as they are heading to theessness edge node [LK06].
Furthermore, if the client traffic has variable packet sieéber padding or packet segmentation
[RZ03] is needed to match the possible discrepancy betweesizk of total collected packets
and the fixed frame size.

In case of variable frame size, it is required to define whretineeframe size threshold is treated
as a loose upper bound or a strict upper bound for the frange Jihis decides if the latest
arriving packet that triggers the frame size threshold amb@luded into the current data frame
or it has to be delayed and encapsulated into the next dateff8he05]. Nevertheless, if
the frame size threshold is relatively large, these vamatihave only limited influence on the
network performance.

Table 3.1: Basic assembly schemes with static configuration

| Schemes | Parameters | Description
pure time-based assembltimeout period assembly triggered by timeout
[Lae02]
pure size-based assemblyframe size threshold assembly triggered by frame size
[Lae02] threshold
combined time/size-basedimeout period, assembly triggered either
assembly frame size threshold by timeout or by frame size threshold,
depending on which occurs first
time-based, min-length | timeout period, assembly triggered by timeout;
assembly minimal frame size | padding is inserted to assure
[GCTO00, YCQO02b] the minimal frame size
time/size-based, min- timeout period, assembly triggered either by timeout
length assembly frame size threshold, or by frame size threshold; padding s

[YCQO2b] minimal frame size | inserted to assure minimal frame size




38 Chapter 3. Edge Node and its Relevance to E2E QoS

3.2.1.1.3 Adaptive Schemes

As the timeout period is directly related to the delay pearfance, itis intuitive to have a tunable
timeout period in order to improve the delay performancesoAlhe timeout period can be
configured in a TCP-friendly way.

In [IJAMO6], an assembly algorithm with fixed minimal sizedaadjustable timeout period was
proposed. The goal is to dynamically minimize the assemélsydwhile still keeping the trans-
mission efficiency (i.e., the average ratio of payload size faame size) on an accepted level.
For this purpose, the timeout period is adaptively config@ecording to the on-line estimation
of the first/second-moment statistics as well as the cdioalgroperty of the incoming client
traffic.

Cao et al. [CLCQO2] studied the pure time-based assembly wétptae timeout period. When
the timer is to be set upon the arrival of an initial packethe empty assembly buffer, the
resulting frame size is predicted based on the recordedriief frame sizes generated by the
assembler. The timeout period is then determined from tbdigied frame size by keeping
a constant ratio of the frame size and the timeout periods iBhequivalent to smoothing the
traffic according to a constant traffic rate. It was shown thistscheme can effectively improve
the good-put of TCP flows.

3.2.1.2 Special Schemes

Based on the basic assembly schemes, more advanced algoc@innmcorporate further QoS
mechanisms. In [Dol04], the pure time-based assembly winéed to perform the traffic
policing for incoming client traffic. When the timeout is tgigred, an eligible size is calculated
according to the history of frame generation and the amotiméserved bandwidth for the
respective FEC. Only the buffer content up to the eligible 8zecognized as compliant traffic
that can be packed into the current frame and sentimmegixehng et al. [YTSCO04] aimed to
provide delay differentiation and fairness between sugsela of a FEC on the basis of combined
time/size-based assembly. Here, each subclass is assighedquota defining the eligible data
amount of the subclass in an assembled frame. In the franega@n, the assembly algorithm
schedules packets of different subclasses to composedndiMrames with respect to the quota
specification.

Other schemes make a further step in allowing data of diitdf&Cs to be assembled together.
In [VZJCO02, VJ03], the authors suggested to append low pyidraffic on the tail of a high
priority frame. In combination with the preemptive schedglwith frame segmentation in
switching nodes (cf. Section 2.5.2.1.4), QoS differemdrain terms of blocking probability
can be realized. Farahmand et al. [FZJO5] looked at assenithithe requirement of minimal
frame size. The authors exploited the aggregation of trd#gtined to different egress nodes
in order to reduce the padding overhead (i.e., efficientiging). In this case, a packet may
experience multi-hop assembly/disassembly before itremthe destination.
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3.2.2 Impact on Traffic Characteristics

Traffic characterization of the assembled frame traffic teBnportance in two aspects. First,
in the decomposition network performance analysis [KUhi##8] stochastic process of the de-
parture traffic serves as the input parameter for the quguwialysis in the subsequent network
elements, for example, the derivation of the frame loss qodity in core switching nodes.
Second, the traffic statistics can be used to directly swimbeassembled traffic in a simulation
study instead of having to simulate the assembly process. appreciably saves the run time
in a network wide simulation scenario.

This section outlines the relevant work on the charactBomaf assembled traffic. The model-
ing with renewal point processes is introduced first. Thiea correlation property of the traffic
Is inspected. In both cases, the focus is placed on the tlase issembly schemes: pure time-
based, pure size-based and combined time/size-basedkdgsé&hey all allow variable frame
size. The parameter of minimal frame size is neglected Isecaugenerally has a small value
and the influence on the network performance is limited.

3.2.2.1 Modeling by Renewal Point Processes

Frame inter-departure time and frame size are the two mgsirtant parameters to character-
ize the assembled traffic, which can be derived by standanidapility analysis based on the
assumption of the independent and identically distrib(ited.) packet interarrival time as well
as the packet size of the incoming client traffic. In [Lae02Q02b, dVRGO04, YLC 04], frame
inter-departure time and frame size distribution wereistlidnder the assumptions of discrete
time (DT) Bernoulli packet arrivals and continuous time (C®)93on arrivals, respectively.

Analytical results are reviewed, summarized and extendeld following subsections. Then,
the approximate modeling of the departure frame traffic ésented, which has a better appli-
cability in practice due to its simplicity. Finally, the esfance of the traffic characteristic on the
network performance is discussed.

3.2.2.1.1 Statistical Analysis

The point process of the assembly procedure is plotted i8Bign the CT domain without loss
of generality.

Pure Time-based Assembly

With the pure time-based assembly scheme, the frame iefgartlre timeD is the sum of the
constant timeout periagh and the residual packet interarrival tifpg of the first arriving packet

in this frame, as illustrated in Fig.3.3(a). Due to the meytess property of the geometric
distribution (in DT model) and negative exponential daition (in CT model) assumed for the
packet interarrival time, the distribution Qfsis the same as that of the packet interarrival time



40 Chapter 3. Edge Node and its Relevance to E2E QoS

|timeout| |1st arrival | |timeout| | S, 2 S | |1st arrival | | Sz sy |
Ires Ly lres Iy I, ... |
e packet e
| A S L A L,
t t
D frame D
Vv V departures V V
(a) pure time-based assembly (b) pure size-based assembly

Figure 3.3: Point process for frame assembly

I. Therefore, statisticalllp = ty, + 1. Sincety, is constant, the distribution & turns out to be
the distribution oft with a right shift byt, [dVRGO04].

The frame siz&, is the sum of the size of the packets that compose the data franerefore,
the frame size distribution is a compound distribution espnted by [Lae02, dVRGO04]:

Np
S= _;LL (3.1)

Here,L; denotes the packet length of the i-th packet in the burstchvisi i.i.d.. N, represents
the number of packets in the frame. Since an assembly peegiddalways with one packet
arrival, Ny is at least 1. Corresponding®, — 1 is the number of packet arrivals within the as-
sembly periody,, which has a Binomial distribution [Lae02] or Poisson disition [dVRGO04]
according to the presumption.

Pure Size-based Assembly

With the pure size-based assembly scheme, the frame iaeparalire time is the sum of indi-
vidual interarrival times of all packet of the data frameillastrated in Fig.S.B(Hﬂ in which sy,
denotes the frame size threshold. This yields the compoistidbdition [dVRGO04]:

Np
D= _;Ii (3.2)

1 Note, that according to the scenario of Fig. 3.3(b) the abfmindata frame size may slightly exceed the
frame size threshold.
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wherel; is i.i.d. random variable (RV) denoting the interarrivahé of the i-th packet in the
frame. The probability distribution dfi, can be derived by [Lae02, dVRGO04]:

P{No=k} = P{S >sn} (3.3)
= P{éLi > Sth ELi < Sh}- P{TgLa < S}
Sh—1 _ k—1 _
= J; P{Lkzsth—J}-P{i;Lizl} (3.4)

The resulting frame size falls in the interval (& — Imax, Sth + Imax, Wherelnax denotes the

maximal packet length. In most cassg,is much larger thahnax. So, it suffices in the perfor-
mance evaluation to regard the frame size as conStanatsy,. More precise derivations of the
frame size distribution can be found in [Lae02, dVRGO04].

Combined Time/Size-based Assembly

This assembly scheme is a combination of the pure time-basegure size-based assembly.
Therefore, the resulting frame traffic characteristic canlérived based on the insight obtained
previously.

Let T, denote the assembly duration defined as the time intervaideet the arrival of the first
packet at the assembly buffer and the time instant at whiehfrdime is assembled. Then,
D =1 + T4 With the pure time-based assemily— ty,. With the pure size-based assembly,

Np
Ta= .;Ii (3.5)

where the distribution oN, can be derived according to Eq. (3.4). In case of the combined
assembly, it can be seen thgtshould follow a similar probability density function (PDE}

that under the pure size-based assembly, except that iperdgwunded by the timeout period
ty, as illustrated in Fig. 3/4(a). This leads to:

P{TPS?® <t} foro<t<t
P(Tact}— U =t for0<t<t (3.6)
1 fort >ty
Here, PS¢ denotes the assembly duration in the case of pure size-asechbly derived by
Eq. (3.5).

Likewise, the frame siz&, distribution is similar to the case of the pure time-basestamly
but upper-bounded by the maximal frame sge+- Imaximposed by the frame size threshold. If
Sth >> Imax Sth can be regarded as the maximal burst frame approximatesn,The probability
distribution ofS, can be approximated by the truncated distribution fundii@@02] as shown
in Fig.[3.4(b):

p{gime — s} for0 < s< sn
e P{"M =5} fors>sp

™ stands for the resulting frame size with the pure time-bassembly scheme which is
obtainable from Eq! (3/1).

H%zﬁz{ (3.7)
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PDF 4 PDF 4
original distribution for
pure size-based assembly original distribution for
pure time-based assembly
tih Ta Sth S
(a) assembly duratiofy (b) frame sizeS, (PDF approximated by continu-

ous function for illustration)

Figure 3.4: PDF under the combined time/size-based asgembl

3.2.2.1.2 Approximation for Closed-Form Solution

Although the characteristic of the frame departure procasde theoretically derived as shown
in the preceding subsection, a closed-form solution is vedys available. That is the typical
case for the frame size under the pure time-based assembthaiframe inter-departure time
under the pure size-based assembly, wherein a complex eordpbstribution is concerned.
This limits the applicability of these results for a trade&aperformance analysis and motivates
the approximation of the compound distribution by a moreulagdistribution.

Observing Eq./(3.1) and (3.2), it is noticeable that both goumd distributions converge to
Gaussian distributiomN(p, 02) according to the Central Limit Theory whe, goes to very
large [Lae02, YCQO02b, YLE04]. The Gaussian distribution can be specified by by magghin
its p and 02 with the mean and variance of the RV to be approximated. Aétevely, the
Gamma distributior (w, V) is proposed [Lae02] as a more accurate approximation bethes
Gamma distribution assures a sample space of non-negalivesvin contrast to the Gaussian
distribution. Again, the shape parameteand scale parameterare determined by matching
the first and second moment statistics of the Gamma disitribwith those of the RV [Ric95,
Lae02]. In the following, the analytical results for the meand variance of the frame size and
frame inter-departure time under the respective assershbmnses are presented.

Denote the Poissonian packet arrival rate at the assemfigr uith A, and uséE|-] and VAR -]

to represent the mean and variance of an RV. From |[Eq. (3.&)misan and variance of the
frame size under the pure time-based assembly in a CT systebeaderived according to the
property of the compound distribution [KiihO6c]:

E[S] = E[Np] - E[L] = (1+A-tn) - E[L] (3.8)
VAR[S] = E[Np] - VAR[L] +VAR[Np] - E[L]? = (14 A -tw) - (VAR[L] +E[L]?). (3.9)

Similarly, from Eq. [(3.2) the first two moments of the framéeirdeparture tim® under the
pure size-based assembly is derived:

E[D] = E[No] - E[1] = $E[No] (3.10)
VAR[D] = E[Np] - VAR[I] + VAR[N] - E[1]? = 35 (E[Np] + VAR [Np]). (3.11)
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Here,E[Ny] ~ sn/E[L]. VAR[Np] can be solved numerically from Eq. (3.4) by the transforma-
tion method [KUh06c].

As long as the distribution function &, under the pure time-based assembly Brnahder the
pure size-based assembly are approximated by the closedefqpressions, the traffic charac-
teristics under the combined time/size-based assemblpeaasily derived from Eq. (3.6) and
(3.7) by using the truncated distribution function.

3.2.2.1.3 Discussion: Shaping and Burstification Effect

In literature, traffic assembler is from time to time regal@es some kind of shaper that is
able to smooth the input traffic and reduce the frame blocknadpability in the core network.
However, without a deeper understanding of the shapingtefffere, the notation of shaping
can be misleading. For example, it could be attractive tcetstdnd the shaping effect of an
assembler in association with those conventional traffapsis like token bucket and generic
cell rate algorithm (GCRA) [Sta02, KiihO6b]. Despite of theianity in the mechanisms at a
first glance, they are quite different procedures. While theey of traffic shaper comes from
the specification of the traffic envelope, the shaping efiéaissembler is just a by-product due
to the relatively small variability in the frame inter-depae time. Actually, assembler is very
analogous to the packetizer [KMKO04] for stream traffic in etcnetworks, in the sense that
they both pack small data units together to form large trassion units. For this reason, the
assembly process is sometimes also cajlﬂ!&tificatioﬁ% in the literature. In the following, the
shaping effect and burstification effect of the assemblefa@rked at in more details.

Shaping Effect

In essence, the shaping effect is attributed to the supgmtegariability in the frame inter-
departure time after the assembly, which can be measurdttlpefficient of variation (COV).

With the pure time-based assembly, the frame inter-deggatione is the sum of the constant
timeout period and one packet interarrival time. HenceCi®/ must be less than that of the
packet interarrival time, especially when the timeout @eis relatively large.

In the case of pure size-based assembly, the COV of the framedaparture timep can be
derived from EQ.[(3.10) and (3.11):

¢ 2
=)= A2

© TV EN N 512
wherec, denotes the COV of the packet interarrival tilnandcy, is the COV of the number
of packets\, in the frame. Generally, the packet size of client traffic pgper-bounded (e.g.,
1500 bytes for an Ethernet frame). Wh&iis much larger than the packet siog, is small.
Actually, cy, — O with sy — . On the other handE[Np] >> 1. Therefore, it holds that
Cp << (.

2 The notation of burstification is mainly used in OBS networkiowever, from the point of view of traffic
analysis, it is a vivid synonym of general assembly procedur
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Since the distribution function & under the combined assembly scheme is a truncation of the
correspondent distribution function under the pure siageld assembly, the resultant COV of
the frame inter-departure time is even smaller.

In summary, the assembly gives rise to a smaller variabititthe frame inter-departure time.
Modeled by the point process that neglects the data sizecat @zent point, the departure
process turns out to be smoother than the packet arrivaépsod/Nhen this departure process
is directly forwarded to bufferless outgoing channels, ¢hannel contention can be relieved
[YCQO2a]. Notice that the statistics of frame size has neddtismaller influence on the loss
performance at the same system load. This is known as thesitiséy property in M/G/n loss
systems [KiihO6c] and also in more generalized queueingssiBur81].

In a realistic network scenario, the channels are geneshllyed by multiple departure flows.
So, the aggregated frame arrival process at the channasnlescvariable again due to multi-
plexing. This counteracts the shaping effect to an extepénéing on the degree of multiplex-
ing. Performance analysis for WDM link fed with a limited nuentof assembled traffic flows
is given in [HMQ"05], which shows that the frame interarrival time at the cledigroup can be
regarded as constant approximately in the frame loss estimadn case of large multiplexing
degrees, the shaping effect fades out and the aggregated &aival process converges to a
Poisson process, which justifies the application of the MAG$és model for the estimation of
frame loss probability [YQ00, DGO1, IA02, YLDA4].

Burstification Effect

While shaping effect is mentioned in terms of the frame ingparture time, burstification
effect has its focus on the size of data unit. It refers to ot that the collected traffic amount
in the assembly buffer is released as a whole data burst. #remperspective of a subsequent
network element, this means a long duration of data arrataedspeak rate, e.g., the transmission
rate of the interconnection medium or an infinitely large iatmany theoretical studies. From
queueing theory [AK93, RMV96], it is known that the burstiticm has an adverse impact on
delay systems, i.e., it requires high buffer capacity acdsiases the queueing delay. Hence, the
burstification effect is relevant for the performance of ¢ulge node scheduler equipped with
electronic transmission buffers.

3.2.2.2 Impact on Long Range Dependence

Traffic modeling with renewal point processes provides adgosight into the impact of as-
sembly on traffic characteristics in the finest granularityime scale. However, it neglects
the correlation structure of network traffic. Today's dataffic shows non-negligible corre-
lation spanning over a large time scale, which is known ag lamge dependence (LRD)
[PF95, CB97, WTSW97, WPRTO02]. LRD leads to self-similar structfréraffic variability
on different time scales. Therefore, LRD traffic is frequgméferred to as self-similar traffic
as well. LRD can cause either high traffic loss in small-busfgstems or large queueing delay
in large-buffer systems and thus needs special attentithreitraffic analysis and performance
evaluation.
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Table 3.2: Impact of traffic assembly on the degree of LRD

| time-based assemblysize-based assemblycombined time/size

Xt no change irH no change irH no change irH
in bytes (proved) (proved) (proved)
X reducecH no change irH reducecH
in frame counting (by simulation) (proved) (by simulation)
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The physical significance of the LRD can be well illuminatedti property of variance pro-
cess. LetX; denote the traffic volume in an arbitrary time intervaltpthe variance o¥; of
LRD traffic has the following property:

VAR [X] ~ k t?" fort — oo. (3.13)

Here,H : 0.5 < H < 1is the Hurst parameter which measures the degree of kiconstant
for a specified traffic process. Eq. (3.13) states that theamwee of LRD traffic grows polyno-
mially fast on large time scales, in comparison to a linearaase (i.e.lH = 0.5) in the case of
renewal process or short range dependent (SRD) traffic.

Early studies [GCT00, XY02] showed that the Hurst paramederlie reduced after the traf-
fic is assembled. The authors attributed this to the smogtéifect of the assembler. Later
work discovered that the assembler only reduces the aleswaffic variability on small time
scales. The Hurst parameter, which characterizes on largedcales the growing speed of
VAR[X] instead of the absolute value of the variance, is not chédlyethe assembly proce-
dure [YCQO2a, HDGO3]. Especially, Hu et al. [HDGO3] distiighed the frame departure
processX; measured in terms of bytes and in terms of frame countingectely. It was
proved by analysis that the Hurst parameter is not changeohypyf the three basic assembly
schemes in casg is measured in bytes. A summary of the study is presentedaile Ba2.

It is worth pointing out that although the Hurst parametdamiportant for the characterization
of LRD, it is not necessarily a decisive parameter in the perémce evaluation. For example,
in pure loss OPS/OBS nodes, it was shown that LRD has littleenfta on the frame loss
probability [IA02, YCQO02a]. In delay systems, the relevan€eRD on the delay performance
depends on the buffer size. Also, the paramé&tar Eq. (3.13), which reflects the absolute
value of the variance on a specific time scale, also has aatrinfiuence on the queueing
performance. This issue will be further treated in Chaptendi@hapter 5.

3.2.3 Performance Evaluation for an Assembler

Relevant performance measures for an individual assenmuleide the assembly delay and the
ratio of padding in case that fixed frame size or minimal framze is concerned.

When the timeout period is specified, the assembly delay isy@Wwounded by the timeout pe-
riod. With the pure size-based assembly, the assemblyidoigtdefined in Eq. (3.5) measures
the assembly delay experienced by the first packet in a framjelHAQ7], the assembly delay
distribution was also analyzed with respect to an arbitpagket in a frame.
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The padding ratio can be directly derived from the frame sitaistics introduced in Sec-
tion 3.2.2.1. Izal et al. [IJAMO6] specially studied the dedence between the padding ratio
and the timeout period for the time-based, min-length abser®ptimal solution was provided
to achieve a large throughput and low assembly delay at the sane.

3.3 Scheduling

In comparison to the intensive studies on the schedulingvitcking nodes, relatively little
work has been done on the transmission scheduling in edgesndebr simplicity, many re-
search studies took an implicit assumption that data fraareesent to switching nodes directly
from assemblers through channels with infinitely large bédth [IA02, YCQO02a] or limited
bandwidth [HMQ"05], without considering the scheduling at all. In [CCKO5], wfbrless
transmission scheduler is included in the edge node mad#éhak case, however, the transmis-
sion scheduling in edge nodes does not differ from the sdimedim switching nodes.

A transmission scheduler equipped with an electronic buwffes analyzed in [LAO4, Lee06,
Zal06] with respect to the FCFS discipline. Lee [LAO4] perfad a Markov analysis to solve
the queue length distribution. However, the input frame flovere modeled by artificial on/off
sources without taking into account the influence from tladfitr assembly. In [Lee06], the
FIFO transmission queue was modeled by a GI/G/n delay syatehthe mean queueing delay
was given by heavy load approximation. Zalesky [Zal06] siigated a special system with
partitioned transmission buffers dedicated to individuavelength channels. Each wavelength
channel is exclusively allocated to one FEC.

Simulation studies were also carried out for the evaluatioshelay performance of a transmis-
sion scheduler. In [HKO6], the complementary cumulativ&ritiution function (CCDF) was
evaluated for the queueing delay in a FCFS frame schedulerinfluence of different assem-
bly parameters was investigated. In [Car04], frames frofediht FECs are queued in separate
buffers in the transmission scheduler. FCFS, round robinghted round robin (WRR) and
deficit round robin (DRR) were inspected for the schedulingeddiof-line frames. A simi-
lar multi-queue scheduler was also investigated in [ROBUT#E schemes afldest burst first
(equivalent to FCFS)pngest queue firstndrandom selectionvere taken into consideration.
The mean and variance of the frame queueing delay were ¢gdlua

For OBS networks with variable burst offset time set in theeedgde, special scheduling al-
gorithms were proposed in the edge node [Per06, LTO7]. Imcjpie, these schemes are the
extensions of scheduling schemes in core switching nodgs torizon, LAUC/-VF) and ex-
ploit the flexibility provided by the electronic buffers inlge nodes.

3.4 Admission Control

This section first introduces the relevant QoS requiremfamtghe admission control in edge
nodes. On this basis, the QoS problem investigated in tesghs formulated.
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3.4.1 Relevant QoS Requirements

As the network-to-network interface between a core OPS/O8®ork and several client net-
works, the edge node has the important task in performingissiom control for E2E QoS
guarantee. Besides the QoS requirement on E2E loss perfoeraanociated with data channel
contentions, as introduced in Section 2.5.3, performassgeis on the signaling path (i.e., SCU
performance) and E2E delay constraint should also be takemccount.

3.4.1.1 Performance Issue inthe SCU

A crucial performance requirement on the SCU is that the trdefay of a frame header should
not exceed the compensation delay inserted through théR@daor offset time. Otherwise,
the SCU cannot finish the header processing before the conésy optical frame reaches
the input of the switch fabric and the frame is lost. The résglframe loss probability is
equivalent to the overdue probability in the header prangssThis can be calculated from
the complementary probability distribution of the headeaiting time in the SCU buffer. An
M/D/1 delay model was proposed [JGO3b, Zal06] for the wgitime analysis. Alternatively,
an exponential approximation for the CCDF of the queueingydefas applied in [CCKO05].
Based on the per-hop analysis, the end-to-end frame losslpifibyp due to the overdue in
header processing can be computed in the same way as intauSection 2.5.3.

3.4.1.2 EZ2E Delay Requirement

The QoS specification for E2E delay is essential for delasitige services like real-time
video/audio services. Here, the mean delay alone is notgintu assure the service qual-
ity. Special attention should be paid for the delay variafjor jitter). According to the ITU-T
standard [Y.1541], the delay variation of a variable delayponent is defined by the difference
between the maximal and minimal value. In most statistioauging analysis, the lower bound
of delay is given by constant components such as propagaeiay, timer and fixed processing
time. However, the maximal delay can be infinite. For thisaawn, the delay upper bound is
defined by a quantile (e.g., 0.999 quantile) of the delayitigion to characterize the jitter.
In this thesis, the E2E delay performance is measured byelag dipper bound following the
aforementioned notation.

In OPS/OBS networks, the E2E delay is mainly composed of ddyeand scheduling delay in
the ingress edge node, propagation delay throughout tleenatwork and the sum of compen-
sation delays for header processing at individual hops.ituhdl delay occurs in case FDLs
are applied for the contention resolution. With a statidiraustrategy, the propagation delay
is treated as constant. If the compensation delay is fixgd, @ue to a fixed length of FDLs or
a fixed setting of offset time) at each hop, the total compmsalelay is also constant. The
FDL delay for the contention resolution is always boundedhgymaximal FDL length or con-
strained by the maximal number of re-circulations in a fee#lFDL architecture. Subtracting
these predictable delay components from the E2E delay butihgedelay bound requirement
can be derived for the edge node, which guides the configurafiassembly parameters.
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(sustainable data rateD <sustainable header rate)

<delay budget for edge node> <traffic description of reques}

admission control

(admission decision > @ssembly configuratiorD

Figure 3.5: Admission problem in edge nodes

3.4.2 Admission Problem

Summarizing, the admission problem in an edge node is reldacthe problem illustrated in

Fig./3.5. Thesustainable data rateand sustainable header rat@.e., frame rate) reflect the

maximal tolerable offered load for a new request on the E2& dath and signaling path re-
spectively, with the purpose to meet with the requirementerframe loss performance. They
can be derived either from the static traffic engineeringefach FEC (cf. Section 2.5.3.1) or
through the dynamic probing supported by signaling prd®aothe control plane (cf. Sec-

tion 2.5.3.2). The input parameter of the delay budget isifipd from the total delay budget as
introduced in the previous subsection. The traffic desompdf the arriving connection request
includes not only the maximal offered traffic but also othmeportant traffic characteristics.

With these input parameters, the admission control deeithesher the request can be accepted
or not. Furthermore, the assembly parameters have to benyamnfigured to assure the
QoS requirements and an efficient resource utilizations hthe central problem that will be
investigated in the following chapters.

In [WZV02, CCKO05], similar problems were studied without caleing the transmission

scheduler in the edge node. In this thesis, the queueiny delde transmission scheduler
Is specially analyzed with respect to input traffic showinifedent characteristics on multiple

time scales. Also, it is always kept in mind that the QoS rexyuents should be satisfied not
only at the maximal traffic intensity of a request, but alsolight traffic. This is an issue be-

cause with traffic assembly the worst performance does re@ssarily occur at the maximal

traffic intensity. An intuitive example is that lower traffiates can result in larger delay in the
edge node due to the increased assembly latency with a asastischeme [HK06, Kan06].




4 Characteristics of Client Traffic and
Methods for Queueing Analysis

Today’s network traffic is more and more dominated by the datic. For the remarkable
flexibility of IP-based data networks, the IP layer is beaogrna convergence layer for the pro-
visioning of multi-services in a layered protocol architee. The heterogeneous user behaviors
and network control mechanisms/protocols, on the othed hgiae rise to complex traffic char-
acteristics on multiple time scales, which have significanutacts on the network performance.
This issue must be taken into account in the performance/sisadf OPS/OBS transport net-
works. Correspondingly, analytical methods capable ofidgatith various traffic behaviors
on multiple time scales are necessary, not only for the ertedime-scale-dependent character-
istics of the client traffic, but also for the traffic pattermwly introduced by the traffic assembly
in the OPS/OBS edge node.

This chapter gives a review on the traffic characterizatidoaickbone data networks and on the
respective methods for the queueing analysis. In Sectibrtide traffic properties on multiple
ranges of time scales are surveyed with regard to their mettieal definitions, causes and
performance impacts, etc.. In Section 4.2, the M/Paretoehisdntroduced as a widely used
model for aggregated traffic (cf. Chapter 5). Section 4.3entpthe analytical methods that
are able to capture the performance impacts on multiple sicaées.

4.1 Traffic Characteristics

An overview of traffic characteristics in wide area netwof®$AN) or backbone networks is
illustrated in Figl 4.1 over the spectrum of time scales. rtBig. from the small time scale,
the traffic shows uncorrelated property, multifractal batwa long range dependence (or self-
similarity), nonstationarity and periodicity in the founresecutive ranges of time scales. Here,
the traffic characteristics in a specific range of time scedésr to the statistical features that
can be extracted if the traces are analyzed in a time winddtv g duration located in the
time-scale range. Note that the boundary time scales battheeranges in Fig. 4.1 are only
roughly specified because they depend very much on the netwoder measurement and are
also subject to changes with the network upgrade and ewalutn the following subsections,
the characteristics are inspected for the time-scale samgspectively.
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Figure 4.1: Traffic characteristics on different time seale
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Figure 4.2: Aggregated packet arrivals from three users

4.1.1 Uncorrelated Property

In small time scales up to 10 100 ms, the uncorrelated property was reported in the lateat
surements of Internet backbone traffic ZRMDO03, KMFBO04]. Taagson for this phenomenon
can be understood by the superposition model depicted iMEg

It is assumed here that three users send packets throughsdpairate access links indepen-
dently. They have the same link bandwidth and the packetisipenstant. Naturally, the
packet interarrival time within a flow from an individual ussannot be smaller than the packet
transmission time on the access link. Taking the start tifreoh packet as the arrival instant,
an aggregated arrival process is constructed from the gagiéion of these three individual
packet flows. It can be seen that in any arbitrary time inleswaller than the packet transmis-
sion time, each flow has maximal one arrival. Therefore, nabgregated process the arrivals
within this time segment are independent of each other Isecthey are originated from in-
dependent sources. The number of aggregated arrivalswtitismall time segment actually
follows a Binomial distribution [TWJO02, HuO4]. In case theffi@is aggregated from a large
number of users, the distribution converges to a Poissdnhaison. Any correlation structures
within individual flows come into effect in the aggregatedgess only on time scales beyond
the packet transmission time.

The above discussion also illuminates that the time-s@lge of the uncorrelated property
depends on the access link rate, which is consistent witm#eesurement results [ZRMDO3].
With the ever increasing bandwidth in access networks,rénge is supposed to shift to even
smaller time scales in the future.

The uncorrelated property in the small time scales justthestraffic models on the basis of
renewal point processes, typically the Poisson proceggnding on the inspected system sce-
narios. This indicates a considerable buffering efficiebegause with Markovian arrival pro-
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cesses the overflow probability decreases exponentiadlywéh the increase of buffer size
asymptotically [CT95, Kel96].

4.1.2 Multifractal

Multifractal was proposed to characterize the non-tritiigh order statistics in the hundreds of
milliseconds range [FGW98, ENNSO00]. Following the notailm&ection 3.2.2.2, leX; denote
the traffic volume in an arbitrary time interval btinder the assumption that the traffic process
is stationary. The traffic is multifractal ¥; satisfies [ENNSOQO, Giloﬂ ;

E[(X — E[X])% =C(q) -t*@*? (4.1)

for t within the time-scale range and any positive valueg op to a certain bound. Her€(q)
andt(q) are both deterministic functions. Typical multifractabpesses have nonlinegqg) in
g. If t(q) is linear inq, the process degenerates to so-called monofractal.

The multifractal behavior of data traffic indicates highiegular local burstiness along the time
axis, which is attributed to closed-loop flow control medkars such as the congestion control
of the transmission control protocol (TCP) [FGHW99]. Typigathe time scales on which the
multifractal emerges are correlated to the round trip timgisin the TCP connections.

Modeling of multifractal traffic generally resorts to iték@ procedures such as cascading
[FGW98] and construction of stochastic Lindenmayer systgiNv02]. Performance eval-
uations [ENNSO00] showed that multifractal can lead to veoyse queueing behaviors even at
low system loads.

However, with the rapidly increasing bandwidth of backbbnks, the relevance of the multi-
fractal traffic in the backbone is becoming questionablereMecent measurements [ZRMDO3]
on OC3/12/48 links negated the existence of multifractahehighly aggregated traffic.

4.1.3 Long Range Dependence

The concept of long range dependence (LRD) has been briefydinted in Section 3.2.2.2
as a large-time-scale behavior of stationary traffic preegs In literature, self-similarity is
frequently used as a synonym of LRD in the sense of asymptetiorsl-order self-similarity
[WTSW97, PWO0O], which is also adopted in this thesis. Howeveés, worth to point out that
self-similarity in the general sense is not equivalent to LEBpecially, self-similarity is a kind
of monofractal witht(q) = qH — 1 in Eq. (4.1), whereH is the Hurst parameter. Accurate
definitions of self-similarity and LRD can be found in [PW00, WRR].

The LRD property in the aggregated traffic is caused by theytaked distributions of the
behaviors of individual traffic sources. From the perspectif the network, a source can be
a network terminal, an application program or a real persdeavy-tailed distribution is a

IMultifractal is defined here by means of the RY instead of the cumulative traffic process as the case in
ENNSO00, Gil01]. The definitions are equivalent under thadition that the cumulative process has stationary
increments. Also, note the implicit conditid&{X;| = 0 in [GilO1].
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special type of distribution which has finite mean value amfthite variance. Physically, a
heavy-tailed distribution means nonnegligible probébsgi that an RV takes very large sample
values. Willinger et al. showed in the famous pioneeringl\®WTSW97] that self-similar
Ethernet traffic can be modeled by the aggregation of a langeber of on-off sources with
the on- and off-periods following heavy-tailed distritmrts. Further on, it was discovered that
In many session-based applications such as TCP, FTP and h¢etrahsmission durations of
individual sessions are heavy-tailed distributed while #mrivals of session requests follow
Poisson processes [PF95, CB97, Fel00].

A basic theoretical model fox; of the LRD traffic is the fractional Gaussian noise (FGN)
[PWO0OQ], or equivalently, fractional Brownian motion (FBM) whéhe cumulative process is
concerned. This model is often preferred in the fluid-flowlgsia, not only for the mathemat-
ical elegance of its marginal Gaussian distribution, babdbr its good conformity with the
Gaussianity measured in the real aggregated traffic [ENNKSR02, ZRMDO03].

As for the discrete-event modeling (e.g., applied in simaoie) of LRD traffic, two approaches
have been taken. The “white-box” approach [WPRTO02] takeswatdge of the insights into
the underlying source-level behaviors and structuralhtisgsizes the LRD traffic. The on-off
superposition model and M/Pareto model fall in this scopehBwodels converge to FGN pro-
cesses in large time scales, which enables the asymptateflibw analysis for the queueing
performance. On the contrary, the “black-box” modelingsinet consider the causal relations
between the source behaviors and the LRD. It relies on stdndaffic models, e.g., Markov
modulated Poisson process (MMPP), to approximate the LRIPgoty by parameter match-
ing. Although the matching procedure is generally not alifMMM +05], this approach has
the advantage to exploit the conventional discrete-evaatueing theory for the performance
evaluation.

Intuitively, the LRD indicates that in traffic traces the pel$ with high instantaneous rates
tend to cluster together. The same holds for the periods swmitéll traffic rates. Performance
studies showed that this leads to a low buffer efficiencygh Bystem loads, i.e., a heavy-tailed
CCDF of the queue length [ENW96]. Correspondingly, an efficiamfggmance improvement
is achieved by increasing the bandwidth instead of progi@dinarger buffer [PKC97]. On the
other hand, the correlation structure of LRD traffic can bdatgd for the traffic prediction in
dynamic bandwidth allocations and congestion controlOD]P

4.1.4 Nonstationarity and Periodicity

Beyond the time scale in minutes, traffic generally cannotdmtéd as stationary processes any
more. This range of time scales can be further divided interse scopes for different traffic
characteristics. For example, the inherent nonstatiobnahaviors from hour to hour in a day,
periodic patterns on a daily or weekly basis, and the longprtieaffic growth trend in months
and years.

Traffic analysis here aims to provide the forecasting ofitralemands to guide the link upgrade
and network planning. Therefore, it focuses on the traffies@veraged over very large time
scales from tens of minutes to hours or beyond. Conventiomthoals for the time-series
analysis can be applied [BD02]. For example, the autoregeegsegrated moving average
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(ARIMA) is a standard parametric model for nonstationarycesses, which was applied for
long-term forecasting of Internet backbone traffic in [PT@&D Non-parametric methods were
proposed in [LSX 03] to identify and classify periodic traffic demand patgern

4.2 M/Pareto Model for the Client Traffic

In order to support the QoS provisioning in OPS/OBS edge naglesueing analysis has to
be performed with respect to the incoming client traffic. W@ tend, only stationary traffic

processes are considered. Because the traffic inflow in anreafigeis supposed to be at a
high aggregation level, the multifractal characterisan ®e ignored. In order to capture the
uncorrelated property on small time scales and the LRD oreléirge scales concurrently,

either the on-off superposition model or the M/Pareto malapplicable. Considering the fact
that the on-off superposition model becomes very simildhéoM/Pareto model as the number
of sources grows large, the attention is concentrated oNtRareto model in this thesis.

4.2.1 Parameters

M/Pareto process [NZA99] is a “white-box” structural modedlecting the traffic behaviors of
the session-based applications in Internet. With this hald¢a sessions are generated accord-
ing to a Poisson process with an average ratesofl he traffic volume of a session is denoted
by an RVB following a Pareto distribution:

1-(§)* forb>k

4.2
0 forb < K. (4.2)

P{ng}:{

Here, Kk represents the minimal value & anda is the shape parameter that measures the
degree of the variability. The smaller the shape paramstehe larger is the variability. For
LRD traffic modelinga : 1 < a < 2 is adopted which leads to a heavy-tailed distribution \&ith
finite mean value and an infinite variance. The mean traffiarmelp of a session is calculated
by:

¢ =E[B=—-. (4.3)

In each session, the data is sent at a constant ratg @f, can be regarded as the capacity of
the access link on which each source transmits the sessidhisisense, the M/Pareto process
is an inherent model for aggregated traffic.

The above construction results in a fluid-flow M/Pareto molieldiscrete-event variation goes
a step further by segmenting each session into a series kéfsaaf equal sizek,ax and trans-
mitting them back-to-back. Although the last packet of asggscan have a smaller size than
the fixed packet sizk,ay, this kind of packets amounts to only a small portion (<10%eneral)
of the total traffic volume [HuO4]. Approximately, the patlsize can be regarded as constant.

In the remainder of the thesis, the notation M/Pareto reflevays to the discrete-event M/Pareto
model, unless explicitly stated otherwise.
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4.2.2 Properties of the Variance

The time-scale-dependent characteristics of the M/Paratfoc can be illuminated by observ-
ing the variance of the RW%;. VAR[X;] will be hereafter referred to agriance structureor
variance procesgterchangeably. It was derived in [NZA99, BC0O] for the onigfi fluid-flow
paradigm. In case of the discrete-event M/Pareto modalcibnceivable that the discretization
leads to the Poissonian property on the small time scales tine tunit packet transmission time
on an access link [Hu04], following the principle explainedSection 4.1.1. On larger time
scales, however, the variance structure is not influencetidyliscretization very much. The
time scale = Inax/Ca is thus callectritical time scalebecause it acts as the boundary between
the time-scale range in which the traffic exhibits the Paigsoproperty and the range in which
the correlation arises in the traffic trace. Summarizintgats to:

¢ As-t-Imax for t < lpax
2 3
VAR[X] ~ ¢ AsC5 - (521 — 3) forlmx <t < X (4.4
3 2\sC2K® 2 « aK3 K
=9 (q_l)(z_sqa)(g_a)cg —1-AsK 7 a +)\sm fort > S

It is assumed here théthax < K. The first line on the right-hand side of Eq. (4.4) is derived
directly from the property of the Poisson packet arrivalogss, i.e.,
‘Ag-t
VAR %] ~ VAR[A]I%aX: E[i]lﬁnaxz LAY 120x= 0 As-t-Imax.
I max [ max Imax
It is an approximation because the packet size is assumeglfigdal tolax. The second and
third lines are the approximations on the basis of the vaadar a fluid-flow M/Pareto model
[NZA99, BCOO].

In Fig.[4.3, the accuracy of the approximations in Eq. |(4s4)drified by comparing with sim-
ulations for the M/Pareto traffic with an average rate of 450pkl Different values of the
shape parameter and the access link ratg are checked. The approximations show a very
good quality. It is noticeable that the parametghas very significant impacts on the variance
structure.

Observing the third line of Eq. (4.4), the term with the higherder oft dominates when
t — 0. Hence, VARK]~ t3~%. Compared with Eq| (3.13), this indicates the LRD with a Hurst
parameteH = (3—a)/2.

The asymptotic behavior can be clearly illustrated by aarare-time plot, which is in practice
widely used to measure the Hurst parameter. An example éngivFig. 4.4 for the synthetic
traffic with a = 1.4 andl,ax = 1000 bytes. Here, VAR{] is plotted with respect to discrete
time scales =21 -0.02 ms ( = 1,2,...) in a log-log diagram, where 0.02 ms is the basic time
scale. For the LRD property, it is straightforward thatJOAR [X]) ~ 2H - j from Eg. (3.13).

It can be seen that on the small time scales, the varianai®liihe dashed reference line that
represents a linear relationship between the variancetantme scale, i.elH = 0.5 for the
uncorrelated proper@. On the large time scales, VAR] deviates from the dashed line and

2Strictly speaking, the Hurst parameter should always besored on the large time scales according to its
definition. For the ease of presentatiehis also applied here to describe the growing speed of thanvegion the
small time scales.
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Figure 4.3: Variance with respect to the time Figure 4.4: Variance-time plot fo% (a =
scale: approximation vs. simulation 1.4, lmax = 1000 bytest = 2! - 0.02 ms)

grows more rapidly, indicating the dominance of the LRD. Apmd linear regression on the
large time scaled;l = 0.8 can be derived from the slope of the regression line. Tharaépg
point between the time-scale regions of the uncorrelatepggsty and the LRD depends on the
access link rate,, which is consistent with the boundary condition in Eq. J4.4

4.3 Queueing Analysis on Multiple Time Scales

The traffic behaviors on multiple time scales can be takemaontount of the queueing analysis
in two approaches. The time scale decomposition followstireiple ofdivide and conquer
Different traffic models are applied for the different scopétime scales and solved separately.
On the contrary, the methods of integrated analysis exiyliguantify the time-scale-dependent
traffic characteristics by a deterministic function of timee scale. From this function,ralevant
time scaleis determined for the level of the queue length of intereststhe basis of which
the performance is evaluated. This virtually converts theuging analysis to an optimization
problem.

In the following subsections, the analytical methods ateduced for a single server delay
system with FIFO discipline. The mean traffic rate.isThe transmission rate of the server is
constant and denoted lay RV Q stands for the queue length or unfinished work [RMV96] in
the paradigm of fluid-flow models.

4.3.1 Time Scale Decomposition

In the performance study for ATM networks, it was recogniteat the aggregated cell traffic
can be modeled on three time-scale levels: cell scale, kaede and call scale [RMV96].
On the cell scale, point processes are applied to captureatitomness in the cell arrivals.
The traffic behavior is dominated by the effect of the muétyihg of independent user flows,
similar to the small-time-scale behavior introduced inteec4.1.1. For examplévi/D/1 and
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nD/D/1 systems are representative cell-scale models. On thedwats, the traffic variabilities
in individual flows exhibit more influences on the queueing@anance. Fluid-flow models are
typically used on this scale, e.g., the FBM for the LRD prope@uy the call scale, the request
arrival pattern and call holding time become the relevaaifitr parameters and the system is
modeled by a circuit-switched loss system.

From the perspective of QoS provisioning, the call-blogkmmobability, which is classified as
call-level QoS[KMKO04], solely relies on the call-scale model. Howevere tbell queueing
delay, or buffer overflow probability is recognized iascall QoSand influenced by both the
cell-scale and burst-scale models. Therefore, it is nacgse combine the solutions to the
models on both scales. Supposing that the unfinished @adnsists of a cell componeQic
and a burst componefllz. The CCDF ofQ is formulated as [NRSV91]:

P{Q>q} = P{Qc+Qs>q}
= P{Qc>qQs=0}-P{Qg =0} +
P{Qc+ Qg > q|Qg > 0} - P{Qg > 0}. (4.5)

In practice, an accurate computation according to Eq! @B)be complex. For this reason,
Norros et al. suggested the following approximation [NRSNV91

P{Q> g} = maxP{Qc > q},P{Qs > q}). (4.6)

Here, the CCDFs 0Qc and Qg are obtained from the cell-scale model and the burst-scale
model, respectively.

4.3.2 Integrated Analysis

In this subsection, two important methods are introducedHte integrated queueing analy-
sis. The methods are based on similar principles, which eannderstood by looking at the
queueing proces3(s) that denotes the unfinished work in the buffer at an arbitiiarg instant
S.

Let random procesA(s) refer to the cumulative traffic amount up to time instanThe times
can have negative values. According to Reich’s formula [RMMA@KO04], it holds that:

Q(s) =supA(s) —A(s—t)—c-t). 4.7)
t>0

The physical meaning of this equation is not quite stragérd. Though, things become
clear when it is realized that a supremum is obtained veiehcorresponds to the start time of
the current busy period that covers the time ins&ifMKO04]. In other words, it is the case
thatt is equal to the backward recurrence time of the busy period.

Statistical derivation of)(s) in the form of Eq. (4.7) is, however, difficult in practice. i§h
motivates the application of the following approximati&iV96, KMKO04]:

P{Q(s) >q} ~ ijé)P{A(s) —A(s—t)—c-t>q}. (4.8)
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Since the stationary traffic process is considefdd) — A(s—t) is equivalent toX; defined as
the traffic arrivals in the time intervélin the previous sections. So, the derivation of the CCDF
is independent of the time instasmitConsequently, the random proc€¥s) can be substituted
by the RVQ. Eq. (4.8) is rewritten as:

P{Q>q} ~ tsgéap{xt —c-t>q}. (4.9)

This equation suggests that for each valug aftime scalé = 14 should be found to maximize
the probability of the eventX —c-t > g}. 1q is thus called theelevant time scaldor q.
Physically, it stands for the time duration over which ther@{X; — c-t > g} is most likely to
occur. Eqg. (4.9) can be solved by the effective bandwidtthoefind the maximum-variance-
asymptotic (MVA) approach, respectively.

4.3.2.1 Effective Bandwidth Method

The effective bandwidth method is based on the theory oéldayiations [RMV96]. Applying
Chernoff’s bound for the terrR{X; — c-t > q} on the right-hand side of Eq. (4.9), it is derived
[Kel96, RMV96]:

P{Q>q}~p exp(supénfc)(e-t -\(B,t)—08-(q+c-t))) (4.10)
t>09>

wheref is a constant independent @fand is referred to as thessymptotic constarfollowing
the notation in [CLW96]./A(6,t) is called theeffective bandwidtlof the traffic process and
defined as [Kel96]:

AB,1) = e—%tln(E[exp(e-Xt)]). (4.11)

Note that the effective bandwidth is a deterministic fumctof © andt and is very close to the
moment generating functida[exp(8 - X;)]. In this sense/\(6,t) can be regarded as a transfor-
mation function ofX; that comprises the statistical information over the tinedestc Kelly gave

in [Kel96] a survey of the effective bandwidths for a varietytraffic processes/A(6,t) can
also be determined through traffic measurements [CSS99] tenaamid the necessity to build
parametric traffic models.

The asymptotic constaftin Eq. (4.10) has a relative complex relationship with systand

traffic-parameters, which needs to be specially studiedsifaplicity, it is quite common in the
admission control thd} is set to 1 for a conservative estimation. More elaboraterdenations
of B can be found in [CLW96, MV96, RMV96, BCOOQ].

In literature, Eq./(4.10) is referred to asany source asymptotiaf the effective bandwidth
theory [CSS99], because the accuracy becomes better whensnorces are aggregated in
the input traffic. Therefore, it is very suitable for the adsion control in backbone networks.
However, the computational complexity is relative high twéhe sup-inf condition.
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4.3.2.2 Maximum-Variance-Asymptotic Approach

The traffic in transport networks is aggregated from a laxgealver of user flows. According to
the central limit theory, the distribution o can be approximated by the Gaussian distribution,
which has been verified by plenty of traffic measurements [ERB® KN02, ZRMDO03]. Let

r denote the mean traffic rate. Thex, follows the Gaussian distributioN(r - t, VAR [X]).
Since the transmission rates constantX; — c-t has also a Gaussian distributidl(r —c) -
t,VAR[X]). In this way, the ternP{X; —c-t > g} in Eq. (4.9) is actually the CCDF of the
Gaussian distribution. To present the result in the form staamdard Gaussian distribution
N(0,1), the following conversion is taken [NW98]:

g+(c—r)-t
=" 412
g(a;t) VARIX] (4.12)
So, Eq.[(4.9) is solved as [NW98, CS93]:
P{Q>q} ~ tS;é) 2T[/g(q7t) exp( 5 )dg. (4.13)

The supremum on the right-hand side of Eqg. (4.13) is obtalyehinimizing g(qg,t) over the
time scale as long as VARX;] is specified. The time scale on which the minimunggd, t) is
found corresponds to the relevant time sagld.e.,

Tq = arginfg(qt) (4.14)

Eq. (4.13) was actually shown to be an asymptotic lower bdanthe tail probability of the
gueue. Choe et al. [CS98] extended the analysis and deducegraptatic upper bound:

2
PIQ> ) ~B exp(- 29T, (4.15)

whereg(q,1q) stands for the minimum aj(q,t) andp is the asymptotic constant similar to that

in Eq. (4.10).

In comparison to the effective bandwidth method, the MVAraagh simplifies the analysis by
assuming thax; follows the Gaussian distribution. In this way, the traficolely characterized
by the variance process VAR] instead of the effective bandwidih(6,t). In [KS99], the per-
formance of different analytical methods for admissiontoalrwas experimentally compared.
The MVA exhibits a very good accuracy not only for the asymipttail behavior of the queue,
but also in the range of small queue lengths. Choe et al. show[€&598] that in spite of the
assumption of the Gaussian distribution the MVA upper baaisd serves as a good estimation
for many non-Gaussian traffic processes. Neverthelessstauld be taken for the situations
in which the approximation of the Gaussian distributiondyees questionable. This is the
case typically when the traffic of small aggregation degfeas, flows in access networks) is
concerned or the system operates at a low load (i.e., ligffid).
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5 A Novel Approach for the Multi-Scale
Queueing Analysis

In Chapter 4, the time scale decomposition and integrategaisare introduced as two funda-
mental approaches for the multi-scale queueing analysish Bas its advantages and disadvan-
tages. By combining the cell-scale and burst-scale comp@ueording to Eq. (4.6), the time
scale decomposition is intuitive and simple in the compatetto deduce the overall queueing
performance. How the system is modeled and solved on thesaak and burst scale respec-
tively, however, is another problem, which is not necessaimple in practice. Typically,
without an explicit inclusion of the time scale factor inftramodels, it is difficult to quan-
titatively distinguish the boundary between the cell s@aid burst scale for a general traffic
process. This problem is solved in the integrated analygfstive introduction of the relevant
time scale concept. Noticeably, in both the effective badttwmethod and MVA method, the
time scale is modeled explicitly in the traffic descripti@as, referred in Eq. (4.11) and (4/12).
Nevertheless, the computational complexity of the integtanalysis is relatively high due to
the search for the relevant time scajefor the tail probabilityP{Q > q}.

On the basis of the time scale decomposition method and lineare time scale concept of the
integrated analysis, a novel multi-scale queueing armlggroposed that integrates the advan-
tages of both fundamental approaches. This method will plegntral role in the performance
analysis in the edge node, as will be seen in Chapter 6. Inddestl, the theoretical principle
of the method is explained and the solving procedure is diited. An application example
Is then given in Section 5.2 for the queueing analysis with MiPareto traffic. Section 5.3
summarizes the novelty of the proposed method. For presamta single server delay system
is studied and the same notations as those in Section 4.8 beaused.

5.1 Introduction of the Method

5.1.1 Principle

Looking into Eq. [(4.10) and Eq. (4.15), it is realized thattbeffective bandwidth and MVA
approach can lead to a closed-form solution of the CCDF of tleiguengthP{Q > g} as
long as a closed-form solution to the relevant time scales available. This is theoretically
feasible when the effective bandwidlt{0,t) or the variance process VAR of the incoming
traffic satisfies some conditions. For example, if VXR[is differentiable for allt > 0 and has
a continuous derivativeg can be obtained from Eq. (4.12) by solvidg(q,t)/dt = 0.

61
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In the realistic backbone traffic, the above conditions aresatisfied for general> 0. How-
ever, according to the classification of traffic propertiagiee multiple ranges of time scales in
Chapter 4, in the respective scopes of time sc@l€8,t) or VAR[X;] can be piece-wise approx-
imated by such “regular” functions, for example, VAR][in Eq. (4.4) for the M/Pareto model.
In general, the relevant time scalgincreases monotonically witth Therefore, for a scope of
queue lengtly : a < q < b, it leads to the correspondent relevant time scejes, < 1q < Tp,. If

T, andTy, are located in the same time-scale region of the piece-vageaimation, a closed-
form solution can be obtained fag as well as for the tail probabiliti{Q > g} within the
domaing:a<qg<h.

In Fig.[5.1, example scenarios are studied to illustrateath@ve idea. Consider a backbone
channel ofc = 2.5 Gbps with an unbounded FIFO queue. The incoming traffic idetenl
by the M/Pareto process with the Hurst parameder 0.8, the mean traffic volume of a
sessionp = 10 KBytes, the maximal packet sitgax = 1000 bytes and the access link rate
ca = 50 Mbps. The distribution of the relevant time scadawith respect to the queue length

is plotted for the offered loads= 0.3,0.6,0.9, respectively. Herey, is calculated numerically
from Eq. (4.14) following the MVA approacly is measured in the number of packets. The two
dashed horizontal lines mark the boundaries between theedtale ranges in the piece-wise
approximation of VARK;] in Eq. (4.4). Boundary 1 refers to the time-scale level g/ cCa.
Recall that below this level, the traffic exhibits Poissoikeaproperties. Boundary 2 denotes
the level ofk /c,, above which the LRD starts to appear. The segment betweerdBouh and
Boundary 2 represents a transit phase between the smaitstiale behaviors and large-time-
scale behaviors.

It is seen from Fig. 5.1 thaty increases monotonically with the increasegofTakingp = 0.6

as the example, there is an obvicertical point betweenq =6 andq=7. For 0<g<6
the relevant time scales are all below Boundary 1 and arahiiggd in a quite regular way.
According to the MVA analysis, this indicates that the CCBfQ > q} with 0< g <6 is
decided by the traffic characteristics on the time scalesdBloundary 1. Similarly, fog > 7,
the relevant time scales are regularly located above BoyrzlaHence, the large-time-scale
traffic behaviors dominate the queueing performance. Haidd to the idea to solve the CCDF
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by using the pure Poisson model in the domaig § < 6 and using the FBM model in the
domaing > 7. As a result, a piece-wise closed-form solution is aclideeP{Q > q}.

Similar behaviors are also observed for the light lopg=(0.3) and the heavy loagp(= 0.9).
Comparing the three load situations, it is found that thécaiipoint in thetq distribution shifts
to the small queue length when the system load grows. Thiseniet the large-time-scale
traffic characteristics gain more significance in the deteation of the queueing performance.

Fig.[5.2 depicts the influence of the access catef the M/Pareto model on thg, distribution.
p is fixed to 0.6.c, is set to 10 Mbps, 50 Mbps and 100 Mbps, respectively. It shibasa
large c; makes the critical point located at a small queue lengths Téature reflects itself in
the resulting CCDF of the queue length, as will be seen in Seé&tid.

5.1.2 Solving Procedure

Section 5.1.1 justifies the piece-wise approximatioR{d > q}, which actually generalizes the
time scale decomposition method by the introduction of tlevant time scale concept of the
integrated analysis. The proposed multi-scale queueiatysis is completed in the following
steps:

1. Characterize the traffic in terms of a time-scale-depena®asure, e.g., the effective
bandwidth/A(6,t) or the variance process VAR]. In case the marginal distribution of
the traffic process can be approximated by a Gaussian ditnit) VAR[X] is preferred
for its simplicity.

2. Identify the different traffic behaviors over the timelgsaand construct the traffic models
for different time scales accordingly. For the backbontitrghe Poisson process is taken
to model the small-time-scale behaviors and the FBM is usedadel the LRD on the
large time scales. These models are cadligimodel®f the traffic process.

3. Separately derive the closed-form solution for each sad@either by the effective band-
width approach or by the MVA method. The solution for eachrsabel is valid for the
system under the study in a specific scope of the queue length.

4. Derive the overall tail probability of the inspected gedwy concatenating the results
obtained in Step 3.

As a further extension, methods other than the integratatysis approaches can be applied
to solve the submodels of the traffic in Step 3, as long as thpldies the computation or
leads to a more accurate solution. This provides a highlybilexand intuitive way to solve the
multi-scale queueing problem on the basis of the standdnticios to individual submodels.

5.2 Application for the M/Pareto Traffic

According to the properties of the M/Pareto traffic in Sec#o2.2, theM/D/1 model is used
as the submodel on small time scales. On large time scaéeBBNI is taken to model the LRD
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property. Both are standard models that can be solved by etyafimethods. In the following
subsections, the solutions to the submodels are introd&iedilations are carried out to verify
the accuracy of the analysis in the evaluation of exampleastes.

5.2.1 Solution to theM /D/1 Submodel

TheM/D/1 system is a classical queueing model that can be solvetiénatit ways. While the
precise solution is obtained by the Markov theory [Kle75hR6c], the effective bandwidth and
MVA approach provide asymptotic solutions that are easyetedmputed. After comparison,
it is found that the solution in [RMV96], which can be also ded from the effective band-
width theory [Kel96], has a good balance between the estimaiccuracy and computational
complexity. It suggests an exponential approximation efttil probability:

P{Qp > agp} ~ B exp(—ydp). (5.1)

Here, RVQp is the queue length measured in the number of packetsbtained by solving the
equatiorp(exp(y) — 1) = ywherep is the offered load. The asymptotic constgii elaborately
calculated as [RMV96]:

__1-p
B_Wy)—l' (5.2)

5.2.2 Solution to the FBM Submodel

For the LRD traffic modeled by the FBM, the tail probability Qfis derived either by the
effective bandwidth theory or by the MVA approach. Both leadtie equivalent solution
[Nor95, CS98, BC0O]:

C2H (1 . p)ZH q2—2H

P{Q> q} ~ |3 eXp(_ZHZH(l—H)Z*ZH acp

). (5.3)

For the application in this thesiB,= 1 is assumed. Parameters further calculated as:

2H—1 /2—2H 2—2H
a— 2 (525 ¢) (5.4)
(3—=2H) (2H—-1)H" '

Recall thatH is the Hurst parameter armds the transmission rate of the servey.denotes the
access link rate of individual sourceg. stands for the mean traffic volume of a session (cf.
Section 4.2.1).

5.2.3 Evaluation of Example Scenarios

The overall queueing performance of the M/Pareto trafficiiimed by Eq.[(5.1) for small
queue lengths and by Eq. (5.3) for large queue lengths. Foodstration, the same scenarios
to those in Section 5.1 are inspected. The queueing perfarenia evaluated in terms of the
gueueing timaN normalized by the maximal transmission time per packet. higlaatically
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Figure 5.3: Tail probability of normalized queueing timeldterent loads ¢; = 50 Mbps)

expressed, the normalized queueing tige=W /(Imax/c). The tail probability of\}, is derived
from that of the queue length las

I

In Fig.[5.3, the analytical results are compared with sithotes for the light, medium and
heavy load, respectively. The simulation results dematethat the CCDF curve for the small
gueueing times behaves differently from the part for largewgping times, which results in a
knee pointin the between. Compared with Fig. 5.1, the location of theekpeint conforms
to that of the critical point in the distribution of relevatinhe scales. This verifies the crucial
influence of the relevant time scale on the queueing perfocaaNotice that at the light load
(p = 0.3), the behavior of large queueing times is “hidden” in thggaa of very low probability.

Fig./5.3(a) shows that the solutions from gD /1 submodel perform very well in the region

of small queueing times. In Fig. 5.3(b), the estimationsfithe FBM submodel for the large

gueueing times outline the evolution tendency of the cyrbes are relatively conservative.

This is due to the rough assumptionf#= 1 in Eq. (5.3). Further improvement in the estima-
tion accuracy is possible, for example, through the apptinadf the Bahadhur Rao asymptotic
[MV96], the details of which, however, are not further lodkat since the focus of this chap-
ter is on the multi-scale queueing analysis by the pieceajgproximation instead of on the
individual submodel.

Corresponding to Fig. 5.2, the influence of the accessaate the queueing performance
is illustrated in Figl 5.4. While the CCDF curves for small quagdimes are well approxi-
mated by theM /D /1 submodel independent of the valuesgfa large value o€, worsens the
performance significantly in the area of large queueingydeidich is captured by the FBM
submodel. Whem, decreases, the knee point shifts to large queueing timeghanegion in

1 TheoreticallyW here is actually theirtual queueing timalefined in the sense of a time-average measure,
which is not always equivalent to the commaustomer-seegueueing time. In this thesis, it is assumed that the
difference is negligible.
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which theM /D /1 submodel is valid is expanded. This is a desirable effettdhn be exploited
in the system dimensioning.

5.3 Summary

In this chapter, the relationship between the multi-soaiti¢ characteristics and the resulting
piece-wise queueing behaviors is inspected by means ofetbeant time scale concept on
the basis of the effective bandwidth theory as well as the Miéthod. This justifies the

decomposition of the traffic process into submodels thavalid within their respective ranges
of time scales. The queueing performance is thus piece-agpeoximated by integrating the
solutions of individual submodels.

The novelty of the proposed method lies in the combined agfiin of the time scale decom-
position concept and the theory of the relevant time scale fintegrated analytical methods,
SO as to possess the advantages of both sides. On the one¢Hwafudm of the final solution is
similar to the closed-form solution of the conventionalg¢istale decomposition method devel-
oped in the performance study of ATM networks (cf. Sectidh). There is no need to carry
out complex optimization procedures to quantitativelyedetine the relevant time scales as re-
quired by the integrated analysis. On the other hand, thegsexd method applies the effective
bandwidth or variance process as the generic traffic medswhkaracterize and identify the
traffic properties on multiple time scales. This providesrduitive general way to determine
the time-scale dependent submodels for the time scale gexsition approach, which could
otherwise be an intricate task. These advantages makedpegad method very practical for
the the system analysis concerning complex traffic pati@nmaultiple time scales.



6 Service Guarantee in an Edge Node

In this chapter, the solution to the service guarantee in B&/OBS edge node is provided
with respect to the QoS requirements outlined in Chapter &eletion 6.1, the possible frame
scheduling architectures are discussed. The system nmodel inspected is derived and the
admission control problem is formulated. It is figured owttthe mean frame size and the
probability distribution of the frame queueing delay are tWwo most important measures in the
QoS provisioning. In Section 6.2, traffic models to be ampirethe performance analysis are
introduced. The mean frame size is analyzed in Section &l3tamelevance to the processing
load in SCUs is evaluated. Section 6.4 is devoted to the analyshe frame queueing delay.

The analytical method proposed in Chapter 5 is applied. Sitiwnls are carried out for the

verification and more elaborate delay estimation. Based eme$ults of Section 6.3 and 6.4,
a comprehensive analysis is performed in Section 6.5 toydtod the system throughput is

constrained by the delay budget in the edge node. In Sect&raéovel admission control

algorithm is proposed. Guaranteed services are suppoyteebting with the requirements in

all three aspects: the traffic load on the data path of swstdie processing load in SCUs and
the delay in the edge node. This chapter is summarized indBe& .

6.1 Overview

6.1.1 Architectures for the Frame Scheduling

Various schemes can be applied for the frame scheduling iedge node. Since forward-
ing equivalence classes (FEC) are typically classified @uegrto the service class and egress
node address, a hierarchical scheduler [FJ95, Bod04] isfthrera natural choice, an example
of which is illustrated in Fig. 6.1(a). Here, the flows of difént service types are scheduled
according to the static priority allowing the guaranteed/ises to monopolize the transmis-
sion capacity. Alternatively, the disciplines on the badishe generalized processor sharing
(GPS) principle [Sta02, KMKO04] can be deployed to assure rimmal bandwidth allocation
for each service type to realize the inter-class QoS saparat/eighted fair queueing (WFQ)
[Zha95, KMKO04], worst-case fair weighted fair queueing (V@H2BZ96] and self-clocked
fair queueing (SCFQ) [Gol94] are among this kind of schedupolicies. Within the best ef-
fort services, the relative fairness between the flows besoam issue so that the round robin
scheduling as well as its extensions like weighted roundnr¥/RR) [KSC91] and deficit
round robin (DRR)/[SV96€] is applicable. The flows of guarantsediices are generally sub-
ject to the per-flow admission control and traffic policingthat the fairness issue is not so

67
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Figure 6.1: Frame scheduling and channel sharing in an ealdge n

crucial as that in the best effort services. The FIFO digugptan serve as a simple and practi-
cal solution. If further differentiation with respect toetllelay performance is desired, earliest
due first (EDF) scheduling [SC99] can be used as the intr&sleseduling of the guaranteed

services. However, the realization complexity is reldyivegh, especially when the number of

flows is large.

The hierarchical scheduling scheme assures an efficienff tise bandwidth by sharing a group
of wavelength channels among all flows. On the other handesach wavelength channel has
a very high transmission rate, e.g., up to 40 Gbps with tadmature technologies, the full
sharing of multiple channels sets forth the requiremento@ilra high bus bandwidth in the
digital design of the electronic edge node. This can be vepgmesive or even infeasible. On
this account, it makes sense to apply the channel partitiosnnd allocate dedicated channels for
each service class, as shown in Fig. 6.1(b). With such & sthdication scheme, the inter-class
scheduling is also exempted.

6.1.2 System Model

Both the inter-class scheduling in Fig. 6.1(a) and the chigraméitioning scheme in Fig. 6.1(b)
assure a good QoS separation of guaranteed services fraraffiesservices. Consequently,
the guaranteed services can be modeled independently.

In this thesis, the attention is confined to one individuakslof guaranteed services. A system
model including multiple FEC flows is depicted in Fig. 6.2.relethe totah FEC flows are of

the same service class and are distinguished from eachanilydny the address of the destined
egress node. Each flow is assembled by the combined timéyasal assembly scheme with
the control parameters of the timeout pertgdand the size threshoksl,. After the assembly,

the frames are aggregated to a transmission buffer and géim¢ Iserver. The server represents
an abstract channel with a transmission raorresponding to the allocated bandwidth as-
sured either by the inter-class scheduling in the hieraattsicheduling scheme or by the static
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Figure 6.2: System model for QoS analysis

channel allocation in the channel partitioning approache frame transmission is scheduled
according to the FIFO discipline. In the sections later,iltlve shown that FIFO suffices for the
scheduling of the assembled traffic. The dashed line in tAplgrepresents the flow of frame
headers, which are transmitted either on a separate cehtahel for out-of-band signaling or
on the same channel with data frames in the case of in-bandlsig.

Since the frame size has a direct impact on the loss perfaenanthe core network, for the
FECs of the same service class it is practical tafjxo the same value for the sake of fairness.
Also, this serves as an appreciative feature to limit thexdity in the frame size to improve the
overall frame loss performance in core switches. On ther ditned, the FECs can have different
delay budgets allocated for the edge node because their ®6pBEgation delay through the core
network can differ from each other. Correspondingly, thestot period can be diverse between
the FECs and is denoted hy; for individual FECi. In case of no confusion in the contet,
will also be used to refer to the timeout period of an assemiblgeneral.

As the electronic gateway to the all optical transport nekwan edge node should assure a
very small traffic loss probability. For the performancedsiuthe data loss is neglected in this
thesis. An unbounded transmission buffer is assumed tafiheevaluation on the queue length
distribution and the closely related delay distributiormwéver, it is worth to point out that the
obtained results can be further applied to derive the losisghility in case of the limited buffer
size [KS98].

Special attention should be paid when an OBS edge node is wmttand an offset time is

necessary between each header packet and the correspdathrfgame. To this end, the data
frame must be delayed on purpose in the transmission buffatl the FECs have the same
offset time setting, the impact of the offset time on the perfance of an edge node is nothing
but a constant delay equal to the offset time. In this lighisinot necessary to explicitly

model the offset time in a stochastic delay analysis. Thesithpertains to this paradigm.
On the contrary, if there are large diversities in the offsees among FECs (e.g., the offset-
time-differentiation scheme for QoS differentiation)eté is a further degree of freedom in the
channel scheduling which is similar to the channel schedul core switch nodes. Further
details on this issue were reported in [Per06].
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6.1.3 Admission Control Problem

In connection with the discussion in Chapter 3, for the guaechQoS provisioning the admis-
sion control must be realized in the edge node to check whttheservice requirements can be
satisfied or not. To parametrize the admission control grotdefined in Fig. 3.5, each FEC is
here regarded as an individual service request withoutibgenerality. For an arbitrary FEIC
the sustainable data ratg,; and sustainable header rafg; can be specified on the E2E path
through the core network. As long as the real data rgig¢ and header ratesjg; of this FEC
do not exceed the respective specification, the performaazerements on the frame blocking
probability and on the timely processing of frame heademsbsaassured in core switches. In
this senser,,; andrg,; represent the amount of available resources in the coreonletior
FECI. Letrreqi denote the requested data rate of HEGqi is then the upper bound of the
real data rate, i.etgati < 'reqi- Neglecting possible frame overheads (e.g., bits for ewaec-
tion, etc.) added by the assembly procedure to the data &ahmeadmission control algorithm
should keep track afeqgi such that the following conditions always hold:

L rreqi < réati

2. the resulting header ratgg; under any data ratatj < rreqi does not exceelcgigi

3. the sum of the assembly delay and queueing delay is boundie delay budges’.

While Condition 1) is straightforward, Condition 2) assureat the generated header raig;

is always bounded blygigj. I'sigi Is derived fronrgqj by the formula:

o Tdati
I'sigi = E[S) (6.1)

whereE[S] is the mean of the frame si&. Note thatE[S;] further depends on the data traffic
raterqatj and assembly parameters, which needs a closer inspection.

The variable delay in the edge node is composed of the asgaialay T, in the assembly
buffer and the queueing del&y in the transmission buffer. The delay here is measured by the
upper bound of the delay component as described in Chaptan8e | is absolutely limited

by the timeout periot, j according to the assembly mechanism, Condition 3) is rediact
guarantee of a statistical queueing delay bound that eqoa&s— ty,;. For this purpose, the
probability distribution function oWV is to be analyzed.

Note that hitherto the assembly parameters are regardesdesgarameters that are fixed. In
a realistic network scenario, this is generally true $grbecause it is closely related to the
resource dimensioning (e.g. FDL buffer) as well as the sygterformance in core switches
and can be treated by the edge node as a predefined paratggteon the other hand, can

be adjusted flexibly according to the system status in theabppa. The admission control

algorithm also includes the task to determine the paramgtdor the individual FEQ.
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6.2 Traffic Models

Because the M/Pareto model has a good capability in captthengme-scale dependent char-
acteristics of aggregated traffic, it will be used to model ¢hent traffic in the edge node. The
Hurst parameteH is set to 0.8. The mean traffic volume of a sesgjoa 10 KBytes and the
maximal packet sizk,ax = 1000 bytes.

For comparison, the Poisson process will be applied as eerefe model for the packet arrival
process of the client traffic. The packet lengtis i.i.d. with P{L = 40 bytes} = 0.49, P{ =
576 bytes} = 0.17, P{ = 1500 bytes} = 0.17 and R{= x bytes} = 0.17/535 for 4&x<575

[keMTO8].

6.3 Evaluation of Frame Header Rate

Since the frame header rate is related to the data rate thitbegnean frame size, an approx-
imate closed-form solution dE[S)] is derived first in the following subsection. Then, with
respect to Condition 2) of the admission control in Sectidn3.the evolution of the header
rate with an increasing data rate is specially evaluatedhdrboth studies, only an individual
FEC needs to be modeled. Therefore, the FEC indexhe subscript of parameters is omitted
in the presentation.

6.3.1 Approximate Analysis of Mean Frame Size

A quantitative estimation dE[S;] can be performed on the basis of the variance process of the
client traffic by approximating the marginal distributiohtbe traffic arrival with the Gaussian
distribution.

Let U; denote the amount (in bytes) of client traffic arrival at theserved FEC within an
arbitrary time interval ot. The mean traffic rate equals tgy. The variance process of the
traffic is represented by VAR)]. The client traffic is treated as a fluid flow abigis a general
process with a probability density function (PDF)mfu).

With a pure time-based assembly and the timeout pegipthe frame siz&, is approximately
equivalent tdJy,, with the PDFp, (u). For the inspected combined time/size-based assembly,
the size thresholdy, further constrains the frame size. As a result, the PD&,a$ a truncated
function of py, (u) with an upper bound = s;,. The mean frame size is thus calculated as:

E[S)] = /0 ™ e P (U)dU+ st P{Uy, > Sin} 6.2)

Assume thatp, (u) follows a Gaussian distributiol (i, 0%) with 1 = rga -ty and 02 =
VAR Uy, ]. After some derivation, Eq. (6.2) leads to:

(6.3)

H=sn)) O (M—sn)?

o \/Z'[ exm_?‘z)‘FSth (1_¢(Sth0._ u))

E[S] = 1 (1—d(
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Figure 6.3: Comparison between approximate analysis anaaion

whered®(u) is the distribution function of the standard Gaussian ifistion N(0, 1).

To verify the goodness of the approximation, the analytieallts are compared with the sim-
ulations. In the simulation tool, the size threshold is izl as an absolute upper bound on
the frame size. The normalized mean frame size is plottethstgtne client traffic rateya;

in Fig.[6.3. The incoming client traffic is modeled by the Rois process and the M/Pareto
model, respectively. To determine the parameter YAR, the variance process of the Poisson
process is derived by the standard probability theory [AKQBhO6¢] and the variance process
of M/Pareto model is obtained from Eq. (4.4). For the assgmbatametersy, = 1.5 ms and
S takes different values of 16 KBytes, 32 KBytes and 64 KBytes.

For the Poisson process, Fig. 6.3(a) shows that the anddéis to good estimations of the
mean frame size in general. A bit deviation appears in thaa@bn region, typically for the
small sy, (16 KBytes). This is because the variability of the packegtarprevents the frame
size fully reachings, even at high data rates, the effect of which is not capturetiédwnnalysis
based on the fluid-flow model. For the moderate and large salisg, (32 KBytes, 64 KBytes),
however, this effect is negligible.

With the M/Pareto model in Fig. 6.3(b), it can be seen thatahalysis results in a certain
underestimation. This is attributed to the approximatigrttiee Gaussian distribution that has
its domain covering also the negative values. This phenomé&nnot obvious in Fig. 6/3(a)
because the Poisson process has a relatively small3ARand the deviation resulting from the
negative values fades off. On the contrary, the M/Pareftidiaas the self-similarity property
which indicates a much larger variability in the traffic pess. This reduces the preciseness
of the modeling through the Gaussian distribution. Newwdess, for the moderate and large
values of the size threshold (32 KBytes, 64 KBytes), the aitaytesults are very close to the
simulation results and serve as tight approximations|&).
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Figure 6.4: Evolution of the mean frame
size and header rate

6.3.2 Evolution of the Header Rate dependent of the Data Rate

All above results show that the evolution of the mean frarze giith the data rate follows a
concave curve, which can be interpreted in an intuitive wtysmall r 45 the frame assembly

is mostly triggered by the timeotif,. From Eq.[(3.8)E[S)] under a pure time-based assembly
Is linearly proportional tagar. Whenrgat gets large, the probability that the frame size reaches
Sh increases. The increase BfS,] with rqgq; is gradually suppressed until at |d8tS,| ~ sy
asymptotically. This evolution process is illustrated ig.f6.4.

Connecting an arbitrary point on the curve with the point afjiorand denoting the angle to
the x-axis witha (cf. Fig. 6.4), from Eq./(6.1) it is easy to see that the heaaltr iy equals to
ctan@). Since the curve is concave, ctaf{s non-decreasing withya. S0 isrsjg. This means
that if the requested data raterigq and the corresponding header rate under fixed assembly
parameters satisfigsig < r g, then for allrgar < rreq the resulting header rate does not exceed
r;g. In other words, to assure Condition 2) of the admission obrfaf. Section 6.1.3), it
suffices to check the conditiagig < rg;, only for the requested data rateq.

In Fig.[6.5, rsig in header packet per second (pps) is plotted with respecifferent traffic
parameters. The access link rateof the M/Pareto model is specially inspected. The results
are calculated according to Eq. (6.1) ahd (6.3)tfee= 1.5 ms andsy, = 64 KBytes. It is
shown that the large access link rate leads to a fast inciefasg because the large traffic
variability postpones the convergenceli,] to s. By analyzing the critical time scale (cf.
Section 4.2.2) of the M/Pareto model, it can be further figuret thatrgjg increases as slowly
as the Poissonian traffic when the critical time scale isdatigan (e.g., 8 ms far, = 1 Mbps)
or close to (0.8 ms foc, = 10 Mbps) the time thresholg. The cases with relatively small
critical time scale (0.16 ms fary, = 50 Mbps and 0.08 ms far; = 100 Mbps) have obvious
faster increases in the header rate. Therefore, it is béadbcsett;, at least equal to the critical
time scale of the client traffic as long as the delay budgewaslifor it.
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6.4 Queueing Delay Analysis

The queueing performance in the transmission buffer is nittenced by the assembly pa-
rameters of each FEC. Since the assembly time threshold isatlypdifferent between the
FECs, a general analysis taking into consideration of afie¢lparameters would be difficult and
not scalable with respect to the number of the FEC flows agdeeg

In this section, the impact of the time threshold and sizeghold is studied first. It shows that
the worst queueing performance occurs when the assembbmgdted by the size threshold
so that the frame size is maximized. This corresponds to #eemal degree of assembly. Un-
der this condition, the variance process of the frame depaftow from an individual assembly
buffer is derived, which highlights the impact of the assnpioocedure on traffic characteris-
tics over multiple time scales. The queueing performancéhi® frame departure flow assem-
bled by the pure size-based scheme is analyzed by the roalé-analytical method introduced
in Chapter 5.

6.4.1 Worst Case Assembly

As mentioned in Section 3.2.2.1.3, significant influencehef assembly procedure on traffic
characteristics lies in two aspects. On the one hand, thebity of the assembled frame
inter-departure time is smaller than that of the packetramteval time in the client traffic. On
the other hand, the frame size is much larger than the paideetia particular, the large frame
size means large instantaneous peak of workload in theahprocess, which is detrimental
for the queueing performance. In [BPRO1], it is heuristicalhown that the transform of a
packet arrival process by aggregating packets into laegads results in a more variable traffic
process. This indicates that the assembly can lead to a werf@mance in the transmission
buffer.

The above intuitive conception is verified by extensive datian studies for both Poisson and
M/Pareto traffic model. Representative results are showngné6 in terms of the CCDF of
the queueing delay in the transmission buffer with respect to different valoéthe timeout
period. Here, the system logu= 0.9, the FEC numben = 20 and the size threshok}, =

64 KBytes. The total offered traffic is equally distributedhe 20 FECs and all FECs have the
same timeout periot},. For the M/Pareto model, the access link rate- 50 Mbps.

It can be seen that with both traffic models the queueing detenfinuously increases with
the increasingy, and finally converges to be constant irrespective of thdé&urthanges dfy,.
This is due to the fact that the increasetgfleads to larger sizes of the assembled frames.
However, wherty, becomes large enough, the paramefgidominates the assembly control
and the frame size reaches its maximum. Further changgshaive no more influence. So, the
worst queueing performance appears when the size thredboithates the assembly control.
In this case, the assembly behaves like a pure size-basenhsech

It is further noticeable that the queueing delay only getss&an the range of smakl with the
increasingy,. For largew, ty, causes little difference. This is because the assemblyefdure
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Figure 6.6: Impact of timeout period on the queueing delahétransmission buffer

has little impact on the large-time-scale characteristithe passing traffic, which will become
clearer in the following sections.

With the pure size-based scheme as the worst case, the dss@&duite similar to a packe-
tizer. However, previous studies on the performance implBgacketization were typically for
periodic bit flows [BhH89, KMKO04] or in the paradigm of the detenistic queueing analysis
[BTO1]. Those results are not applicable for the assemblyasoein the OPS/OBS edge node.

The following sections will concentrate on this worst askgntase and the influence of the
parameteti, will be neglected.

6.4.2 Characterization of Assembled Traffic

In this section, the variance process of the output traffimfan individual pure size-based burst
assembly is analyzed. The same notations as defined in 8&c8d. are appliedJ; denotes

the amount of the fluid-flow client traffic within an interviaand p;(u) is the PDF ofU;. The
mean value BJ] = rgat-t. W stands for the number of frame departures from the assembly
buffer within the intervat. The frame inter-departure time is denotedy

With the pure size-based assembly, the frame size can bexap@ated with a constant size
equal tos. Therefore, BY;] = E[Ut]/sih. In contrast to the mean value, a sample value of the
RV Vt must always be integer. It is either equal|td /si | + 1 or [Ut /s |, depending on how
the arbitrarily selected segmentdf spans over the multiple assembled frames, as illustrated
in Fig.[6.7. In the picture, the linear horizontal axis regaets the data volume and the series of
downward arrows stand for the departures of frames withiteesg. Let ¢, denote the residual

of the divisionU; /s, i.e.,§u = Ui /sh— |Ut /s |- Fig.6.7(a) shows that when the portion of the
first frame inV; covered byJ; does not exceegl,, it turns out that; = |Ut /s | + 1. Otherwise,

as depicted in Fig. 6.7(bY; = |Ut/sn]. As the RV§, is actually uniformly distributed between
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0 and 1, it can be derived [BPRO1]:

v {Lut /sh]+1  with probability&,,

|Ut /S| with probability 1— &,,. (6-4)
And the variance process VAR] is calculated as [BPRO1]:
EM —EMZ = [ EMZU: = upy(u)du— EIP?
= TE M 2 (g0 Y ). _ (B,
= [ Gl + D7 -8 (o)D) e du— (S 2 (65)
Notice that Eq.[(6.5) can be rewritten as:
— ” i 2 i - % 2
VARM] = [ (Lo | +8u+ (Ba— &) () du— (<)
_ ® i 2 T2\ . - E[Ut] 2
= [P =g P du— ()
= [CE- P )
0 sh

A closed-form solution for Eq. (6.6) is hard to obtain due he floor function involved in
the computation o€,. However, it clearly illuminates the relationship betwaé&R[V;] and
VAR[U]. Since 0< , < 1, the integral term in Eq. (6.6) is always positive. Thatassay,
the traffic variability in terms of the variance process isreased after the assembly process,

indicating that a worse queueing performance can be resuitthe subsequent transmission
buffer.

In the following subsections, the approximate solutionAd{M] is to be derived for small and
larget, respectively. It will be shown that on small time scales\agance structure VARA]
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resembles that of a constant bit rate (CBR) flow with the constdetarrival time equal to
E[D]. On large time scales, the assembly procedure makeseat ghange in the variance
process other than a constant increment.

6.4.2.1 Small-Time-Scale Approximation

On the small time scale— 0, the probability for large values &f; becomes very small such
thatP{U; < sp} ~ 1. Becaus€, = U /s for 0 < U; < sy, it is obtained from Eq! (6.6):

EU] E[UZ N VAR [Uy]

VARMT = sh h
_ EU]  EUP
Sth h
_ Tdatl  Tdatt,
= e ( S ) (6.7)

Taking the fact that the mean frame inter-departure tifie] = sy /rgar @and definingn; =
t/E[D] — [t/E[D]]. Eq. (6.7) leads to the small-time-scale approximation:

VAR V] ~ n¢ —n?2 (6.8)

where 0< n; < 1. It can be shown based on the results in [NRSV91] that Eq) i tually the
variance process of a CBR flow with a constant interarrival tegeal to E[D]. This indicates
that on small time scales the variance structure of the dssertraffic resembles the pattern of
a CBR flow.

6.4.2.2 Large-Time-Scale Approximation

Since 0< ¢, < 1is a periodic function ofi with the period equal te, the integration operation
in Eq. (6.6) can be represented by a sum of piecewise integrat

VARV - VARU‘ -3 /S‘ Sk s+ ) (6.9

On large time scales, both &[] and VAR[U;] are large and the span of PDgr(u) is much
larger thargy,. Thereforepy(k sh+¢) ~ pi(K sh) for 0 < { < sih. EQ. (6.9) is approximated as:

VAR [Uy] d /Srh 4 ¢ \2
VAR V]| — ~ K sh) - — —(=)9d
\4 2 2 pr(K sn) A (Sth <Sth)) C
- sh 1
This leads to the large-time-scale approximation:
VAR V] =~ 1R (Y] (6.11)

Sh
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6.4.2.3 Simulation and Numerical Solution

To have a complete view of the variance structure and vehiéysmall-/large-time-scale ap-
proximation of VARM], the variance process is studied by solving Eq. (6.6) nigaky and
also by simulations. For the numerical computation, the PD#&) is assumed to be a Gaussian
distribution and is specified by matching its mean and vaadn those of the Poisson process
and the M/Pareto model.

In Fig. 6.8, the numerical solution of VAR{] is compared with simulation results. The nor-
malized variance processes VARI/% of the respective packet traffic are also plotted. For
both Poisson process and M/Pareto model, the mean tra#icsrd60 Mbps. In the M/Pareto
model, the access link ratg = 50 Mbps. The size threshold is 64 KBytes. It can be seen that
the numerical solutions and the simulation results confaiith each other so well that they
cannot be distinguished in the figure. This justifies theiappbn of the Gaussian Distribution
for p;(u) and the computation precision.

In Fig./6.9, only the numerical solutions are inspected wét$pect to different traffic param-
eters. For comparison, the variance process of the comdspp CBR flow from Eq./(6.8) is
also shown. The setting of the traffic parameter is similah&case of Fig. 6.8 except that the
influence of the access link rate of the M/Pareto model isiafigstudied. For this purpose,

Is set to 10 Mbps and 100 Mbps, respectively.

It can be observed that for both traffic models the varianaectire of the assembled traffic
looks similar to the normalized variance process of thentlieaffic incremented by a positive
factor. This factor fluctuates periodically on small timelss and converges to be constant with
the increasing time scale. This phenomenon is exactly eqaleby the form of the Eq. (6.6).
On small time scales, VAR]] is tightly consistent with the variance process of the CBR flow
which verifies the small-time-scale approximation. Espigithe decreasing parts of the vari-
ance structure in the assembled traffic and the CBR flow are acaimah of the existence of
negative correlation, which is caused by the floor functi@m large time scales, the variance
processes of the assembled traffic and client traffic tencetpdvallel. A closer inspection
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discovers that the difference between them is about 0.16.i3 bonsistent with the large-time-
scale approximation in Eq. (6.11).

Noticeable difference between the two traffic models liehadramatic increase of VARY{]
with t in the case of the M/Pareto model due to the LRD property. AsaltieVAR[V;] con-
verges faster to the large-time-scale approximation. Qg l&ge time scales, the constant
item of 1/6 in Eq. (6.11) becomes negligible, meaning that the asseprbkcedure has little
influence on the large-time-scale traffic characteristidss coincides with the previous work
[HDGO03] showing that LRD is immune to the traffic assembly. Ali explains the overlap
in the tails of the delay CCDF curves in Fig. 6.6, i.e., the tcaffehaviors on the respective
relevant time scaleare insusceptible to the different settings of the time@uiqualty,.

The access link ratey of M/Pareto model has a significant impact on the traffic ctiaréstic.

A large value ofc, (e.g. 100 Mbps) makes the traffic variance grow very fast withtime
scale and the CBR-similar behavior\frdiminishes quickly. On the other hand, a small access
link rate (e.g. 10 Mbps) results in a relatively mild evotutiof\V; and the negative correlation
structure on small time scales is more apparent.

6.4.3 CCDF of the Delay

According to the theory of the relevant time scale introdlice Chapter 4 and 5, the small-
/large-queue performance of a delay system is dominatechéytraffic characteristics on
small/large time scales, respectively. Corresponding eodifferent traffic characteristics of
the assembled traffic on small and large time scales, the CCBfe afueue length in the trans-
mission buffer is obtained by the approximation for smakge and large queue, respectively.

For the derivation of the delay CCDF, it is assumed that thetctiffic flows distributed to
then FECs are independent of each other. The focus of this chapbéaiced on the cases with
homogeneous traffic, which means that all FEC flows have time satting in the traffic param-
eters (e.g., the traffic intensity) as well as in the sizeshoédsy,. In Appendix A, the scenarios
with FEC flows of different traffic intensities are studiedlasompared with the homogeneous
cases. It shows that with a fixed system load and a fixed nunflb&@s, the worst tail behavior
in the delay CCDF is resulted by the homogeneous traffic.

The queue length is measured either in the number of buffeyeesQ or in the number of
backlogged frame®y. As introduced in Chapter 5, the queueing dalys further calculated
by P{W > w} ~ P{Q > c-w} = P{Qp > C-W/sn}. In the illustration, the normalized queueing
time defined a¥f, = W/(sn/c) is also adopted.

6.4.3.1 Small-Queue Approximation

As shown in Section 6.4.2.1, on small time scales, the veeigmocess of an individual frame
departure flow is analogous to a CBR flow, the arrival period oifctvtis equal to the mean
frame inter-departure time B]. As a result, the superposition of the assembled traffiabes
like the multiplexing ofn CBR flows on the small time scales. According to the multi-scale
gueueing analysis in Chapter 5, the standard queueing madeidd superposition of periodic
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traffic can be applied for small queue lengths as long as theast time scale is located in the
range of small time scales.

Since then FEC flows are homogeneous, the frame flows have the sade Ho, the tail
probability of the backlogged frames is estimated accgyttithenD/D/1 model [NRSV91]:

ooy (M) (g KBy @t
Pl w)= 3 ()R e 612

Here,qy € {0,1,...,n— 1} andp denotes the total system loag.is the ratio of ED] and the
frame transmission duration, i.ea= E[D]/(sn/c). It can be derived thag=n/p.

Note that the small-queue performance derived here doedepeaind on specific models of the
client traffic, because the small-time-scale characteradtthe assembled traffic obtained in
Section 6.4.2.1 is a quite general result.

6.4.3.2 Large-Queue Approximation
Eqg. (6.11) illuminates that on large time scales the assenhdéts not change the form of the
variance process, but just results in a constant increageigariance. With the independent

and homogeneous traffic for tieFECs, the variance process of the aggregated te&ff{an
bytes) at the input of the transmission buffer (cf. Fig. 6s2)

VAR[X] =n §, VAR{] ~ 32‘* +nVAR[Uy. (6.13)

To explore the influence of the assembly on the large-queterpgeance, the MVA upper bound
in Eq.(4.15) is applied. Insertion of Eq. (6!13) into Eql@).leads to:

P(Q> a) ~ B exp(- X919

whereg(q,1q)? is computed as:

,
9(%T)" = I0f —VARX]
_ 1eup VAR [X]

>0 (Q+(c—r)-1)?
N ns,/6+nVAR[U]
~ S g e 1)2

(6.14)

Here,r = n-rga. The first termn-§h/6 in the numerator of the sup-operation is constant
and reflects the affection of the increased variance thradhghassembly. The second term
n-VAR[U] is exactly the influence of the original client traffic on theegeing performance in
case that the traffic would not experience the assembly. Bedeaffic processes generally have
the monotonically increasing VARJ] with t, the second term becomes dominatetfes co.
This happens when larggis concerned, in which case the relevant time stgls located in



6.4 Queueing Delay Analysis 81

the range of large time scales. That is to say, the exponehtrpthe MVA upper bound of
the queue distribution is decided by the original charasties of the incoming client traffic.
The impact of the assembly can be ignored on this point.

On the basis of this insight, a short view is given regardimgdpecific large-queue approxima-
tions for the Poissonian traffic arrival and M/Pareto modespectively.

Poisson Process

For the Poisson arrival process, the variance process fiearlfunction of time scale After
multiplexing, the variance process still has the fornv df with v:

V= i)\i VARIL] + -i)\i E[L]%. (6.15)

L denotes the packet length of client traffis; refers to the packet arrival rate at FE@nd
S 1A = p c/E[L]. Insert the linear functiom-t into Eq. (4.15) and apply the MVA analysis,
it is derived that:

2c(1-p)q

P{Q>q} ~ B exp(———

). (6.16)

The accurate determination of the asymptotic congBaistknown to be a complex problem
[CLW96, CS98]. Assembled from the client traffic modeled by tlhésBon process, the frame
inter-departure time of each FEC flow is i.i.d. and is lessaide than that of the negative
exponential distribution (cf. Chapter 3). According to [CLW3Be asymptotic tail probability
of the queue injected by the superposition of such flows $laakp3 > 1. Especiallyl depends
on the number of the aggregated flowand the total system logal This thesis does not go
into the technical details in [CLW96] to analyfe Instead, simulations will be carried out to
supplement the study on this issue.

M/Pareto Model

Since the M/Pareto process converges to the FBM process g tiane scales, which is not
influenced by the traffic assembly, the solution in Eq. (5a3$éction 5.2.2 is to be applied for
the large-queue approximation. For an analytical deteation of the asymptotic constaft
with the LRD traffic, even less knowledge is available in congmm with the above Poissonian
case in which the frame departures still follow a renewakpss. So, it will be studied by
means of simulations.

6.4.4 Evaluation of System Scenarios

In this section, systematic scenario studies by means dilations are presented to verify
and supplement the analysis in the preceding section. Asdhge time, it also provides an
illustrative overview of the queueing performance in theSIBPBS edge node with respect to
different system parameters. In the evaluation, homogen&&C flows are considered. The
client traffic is synthesized with the Poisson process arfélawto model, respectively.



82 Chapter 6. Service Guarantee in an Edge Node

T j T T
G—+Hn=2
) &—n=5 .
10 °E p—+n=10 3 3
&l AH—An=20 E
I siDn%I/altion 1
2L \ ----n - =
"“_“olo & s AN == EXP ] ]
2107 F E 3
E;:a [ E
10°F | E E
E! E E
o
R |
10°F . 3 E
Pt %\
107 1 . . b, CNN 10° ) \ . . . .
0 2 4 6 8 10 12 14 0 0.05 0.1 0.15 0.2 0.25
normalized queueing delay Wb queueing de|ay w (ms)
Figure 6.10: Normalized queueing delay Figure 6.11: Influence of the frame size on
wrt. n for the Poisson process the queueing delay for the Poisson process

6.4.4.1 Poisson Process

With the Poisson process as the traffic model, the impacteohtimber of FECs as well as
the size thresholgy, is first looked at. By comparing the results from the simulatmd the
analysis, the accuracy of the analytical solution is evaldlaEspecially, the parametgin the
large-queue approximation is to be determined experiniignta

Fig.[6.10 illuminates the evolution of the queueing delastritiution in dependence on the
number of FEC flows\. The total offered load is fixed to 0.9. Pure size-based aslyamused
with s, = 64 KBytes. The queueing delay is normalized by the frame inégsson duration
and is denoted bw,. The small queue approximations witlh/D/1 model are limited in the
range of 0< W, < nsincenis the maximal queue length inn®/D/1 system. The large queue
approximation with Eq. (6.16) for the Poisson process isotethby EXP in the graph. The
asymptotic constarfi is set to 1 for the illustration.

It shows that the delay performance gets worse with largbecause the higher degree of
superposition increases the variability of the frame affprocess on small time scales, which
is similar to the cell level congestion in an ATM switch [RMV]96In comparison with the
simulation results, theaD/D/1 serves as a tight approximation in the region of small gsieue
Especially, the concave form of the CCDF curves indicates éigative correlation in the frame
arrival process on the relevant time scales, which is weltwad by thenD/D/1 model.

The large-queue behavior is distinguishable in the case-o2. The CCDF curve tends to
be linear in the logarithmic coordinate, and becomes paradlthe analytical result from the
large-queue approximation. This verifies the solution efakponent partin Ed. (6.16). The gap
between the simulation result and the analytical resulteofrom the presumption @ = 1,
which underestimates the tail probability of large queuer fr= 5, 10,20, the small-queue
behavior becomes more apparent. The large-queue behaworrespondingly shifted to the
unobservable region of very small occurrence probabilisigw 10°6), which is very difficult

to be captured by common simulation technologies. Howdlrershapes of the curves indicate
that the actual value @ for the large-queue behavior increases with growing
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The normalized queueing delay under the setting of smatlené size is quite similar to
Fig./6.10. To provide more insights into the impact of therfeasize, in Fig. 6.11 the CCDF of
the absolute queueing deldy s plotted forsy, = 16, 64 KBytes andh = 2, 5 respectively. The
load remains 0.9. Only the simulation results are shown foetter readability of the graph.
It is seen that the small-queue behavior becomes largerthgtharger frame size, which leads
to an obvious singular point between the small- and largaiguegion. The small frame size,
on the other hand, triggers an earlier emergence of the-tjugae behavior. Irrespective of the
setting ofs, andn, the CCDF curves for the large values of the delay are paralkehth other,
as long as the large-queue behavior begins to show up theiisiconsistent with the solution
in Eq. (6.16) as it is noticeable that the exponent is inddpehofsy, andn. Finally, comparing
the linear large-queue segmentsd$gr= 16 KBytes and 64 KBytes (typically = 2), it is clear
that the large frame size leads to a lafge

In Fig./6.12, the analytical results are further compareth whe simulations with respect to
different system loadp. Since the degree of the underestimation of the large-q@&LiF

by the presumptiofs = 1 increases witm andsy, according to the preceding discussion, rela-
tively largen andsy, are chosen here to evaluate the accuracy of the analysjs) +€20 and

sh = 64 KBytes. In Figl 6.12(a), it is seen that for the system lopdop = 0.95, the small-
gueue behavior dominates the queue distribution in thetrtiied range of the probability and
the small-queue approximation by thB/D/1 model performs very well. The large-queue be-
havior occurs with very small probability and is not obsétean the graph. On the other side,
Fig.'6.12(b) shows the case of an extremely high Ipad0.99. Here, thenD/D1 approxima-
tion can not sufficiently keep up with the real tail probalitiue to the very high load. This is
intuitive to be understood: amD/D/1 system has the queue length always boundeul dxen
for p =1, which is not true for the inspected edge node model. Timgdtion becomes critical
in the heavy load situation. By contrast, the large-queua@Wiehbegins to exhibit itself much
earlier, the shape of which is well estimated by the largesguanalysis with however relatively
large underestimation due to the fixed settin@ef 1 in the approximation.

Summarizing, the small-queue approximation by iy D/1 model performs generally well
except for the extremely high load situation. The largetguapproximation with the asymp-
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totic constanf = 1 causes a certain underestimation. Nevertheless, theastitkeation is small
whenn andsy, are not large. On the other hand, for largandsy, as long as the system load
is not very high, the large-queue behavior is suppresseldebgrhall-queue behavior in the per-
formance scope of most practical interests. For examplevdtuate the delay jitter defined as
the 1— 102 quantile of the delay distribution [Y.1541], the small-geeapproximation suffices
in most cases, as illustrated in Fig. 6.12(a) and also in Blu@t the extremely high load,
which shall be seldom in normal practical systems, the lauggue approximation plays a more
important role than theD/D/1 model. Despite of the underestimation, the large-queugeino
well predicts the evolution tendency of the tail probapiithen the system load approaches the
critical point (i.e.,p = 1). This generally suffices in the qualitative evaluationha heavy load
performance.

6.4.4.2 M/Pareto Model

For the evaluation with the M/Pareto model, the same thredta of the previous subsection
is to be followed. Besides the system parameters, & andp, the access link rate, of
the M/Pareto model has also a significant influence on thesyperformance and is specially
inspected.

In Fig.[6.13, the CCDFs of the queueing delay are plotted wispaet to different values of

n. Here,p = 0.9 andsy, = 64 KBytes. The access link ratg of the M/Pareto model is set
to 50 Mbps. The solution of theD/D/1 model in Eq.[(6.12) is used as the small-queue ap-
proximation and the solution of the FBM model in Eqg. (5.3) wtk- 1 is for the large-queue
approximation.

The different behaviors in the two ranges of the queueingydate quite obvious. In the range
of the small queue, the curves differentiate from each athdifollow a concave from, which is
precisely estimated by theD/D/1 model. In the large-queue range, the CCDF curves turn to
be heavy-tailed and overlap with each other due to the LREdafoperty on large time scales.



6.4 Queueing Delay Analysis

D =T TIUT I
fa,
il N 1 p=099
Bt E
SN R e ]
‘2?. = -
—~ 10 E I& \\\ \.SA“~O. ?7 3
2 £ \ ity SV ] T~ E
% _3— L \\ [ ‘-~j —el 1
2107 F \ E B
?.. F 3 N ] \f
a o X \ +—<C,=10M |1
10 ? '{1\ \ G—oc,=50M E 3
F AN Y |v—=c,=100M| ]
10°E €, \ simulation | simulation|
g .\ | ----nDDL | ----nD/D/1 | ]
L 9, L FBM \\ ..... FBM
ok R . S L W cr N AN N

|
4 6 8 10 12 14 16
normalized queueing delay w,

18

85

|
4 6 8 10 12 14 16
normalized queueing delay w,

18

Figure 6.15: Normalized queueing delay
wrt. cg for the M/Pareto model

Figure 6.16: Normalized queueing delay
wrt. p for the M/Pareto model

The FBM approximation well estimates the tendency of theltailavior. The overlapping of
the tails indicates that the paramefan the large-queue approximation is insensitiveto

In Fig.[6.14, further results from the cases with = 16 KBytes are included to show the
influence of the frame size. The absolute d&is looked at. From the overlapping in the tails
of the CCDF curves, it is concluded that the large-queue pmadace with the M/Pareto input

traffic is not affected by the frame size very much.

Summarizing Fig. 6.13 and Fig. 6.14, it is noticeable that ldrge-queue performance with
the M/Pareto traffic is hardly changed by the assembly pnaeeand the superposition of FEC
flows at all, in contrast to the case of the Poissonian trafficis justifies the assumption of
B=1in Eq.(5.3) for the large-queue approximation.

In Fig.[6.15, the influence of the access link reés inspected wittp = 0.9, n = 20 andsy, =
64 KBytes. Note that the small-queue approximation bynb¢D /1 model is independent of
Ca, Which fits the simulation results precisely. With the smallie ofc,, the transition to heavy-
tailed large-queue behavior is significantly deferred. &@mple, in the case of, = 10 Mbps,
the large-queue behavior is completely suppressed in tjierref interests. This effect is
sufficiently captured by the analytical results as well.

Fig.[6.16 investigates the performance at different systams. Herec, = 50 Mbps,n = 20
andsy, = 64 KBytes. It verifies that the heavy-tailedness caused b Ri2 is only relevant in
the high load situationp(= 0.90,0.99). At the low and moderate load € 0.3,0.6), the small-
gueue behavior dominates the performance on the concerobdlplity levels. The large-
queue approximations result in very small tail probateititbelow 106 and are therefore not
shown in the graph. In this sense, the small-queue appraximsuffices for the performance
evaluation. In the extremely heavy load situatipr=0.99), the small-queue approximation by
thenD/D/1 model does not fit any more, similar to the scenario with this$®nian traffic in
the preceding section. The large-queue approximation &y 8M model, on the other hand,
well captures the evolution of the CCDF curve.
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According to the results in Fig. 6.15 and Fig. 6.16, the detnital effect of the large-time-scale
LRD characteristic can be sufficiently suppressed by apptplink dimensioning and load
control. A careful calculation on this point can bring siggant performance benefits.

6.4.4.3 Discussion

Comparing the queueing performance between the Poissoagzraad the M/Pareto model, it
is seen that in both cases the small-queue behavior is guilaisand can be uniformly modeled
by thenD/D/1 system. Under certain circumstances, the small-queugviedominates the
system performance in the range of practical interestss dlso justifies the the application of
the FIFO buffer here. In [Car04], it was discovered that maheaaced scheduling disciplines
like WRR and DRR do not bring much performance improvement ag &sthe system is not
overloaded. In [Hu05], a deadline-based scheduling schvemseapplied in the edge node and
its performance was compared with the FIFO discipline. Tthdysshowed that the difference
in the performance is marginal. These results can be welamaqu by the CBR-alike property
of the assembled traffic. In ATM networks, the similar pheeoon was also found for the
CBR services and the FIFO discipline is known to be sufficienttfie scheduling of CBR
flows [GK96, SGV99].

The particularities of the traffic models make differencelyan the large-queue behaviors. Es-
pecially, the parametd¥ in the large-queue approximation depends on the assenmixggure
when the client traffic follows the Poisson process. By catirahen the M/Pareto traffic is
concerned, the large-queue behavior does not show obvependence on the assembly pa-
rameters. The difference in the param@déretween the Poissonian traffic and M/Pareto model
can be heuristically explained by the variance processdR[WA of the corresponding frame
flows as inspected in Section 6.4.2.3. VAR[with the Poissonian incoming traffic grows
slowly with t. So, even on large time scales, the increment in the variprazess due to the
assembly can be still apparent. According to Eq. (6.13)athsolute increment in the variance
of the aggregated traffic due to the assembly depends on ltihuimber of FEC flows and
the size thresholdn, which reflects itself through the influence PnOn the contrary, VAR ]
with LRD incoming traffic increases much faster. On large tsoales, the incremental factor
caused by the assembly is relatively small and can be negleé¢ior this reason, the tail be-
havior is insensitive ton andsy. Furthermore, VARY;] in the case of the Poissonian traffic
has a relatively long transition phase on the time scalesd®t the small- and large-time-scale
approximations, which can have an influence on the asyneptotistan{3. This issue is still
subject to advanced studies in the future.

6.5 Delay-Throughput Analysis

On the basis of the performance analysis for the frame adgami$ection 6.3 and for the
transmission buffer in Section 6.4, a comprehensive stady be carried out to outline the
interrelation between the delay budget and the throughput.

To concentrate on the role of the edge node in the QoS provmmjpthe performance require-
ment on the frame blocking probability in core nodes is igaorin other words, it is assumed
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that the core network can tolerate any throughput that tige @edde allows for. However, the
ratio of the data traffic ratejs:and the frame header ratgy is required to be kept above a min-
imal level for any FEC flow, in order to retain an efficient idtion of the resources on both
of the data path and signaling path in the core network. Famgie, this minimal ratio can
correspond to the ratio of the total bandwidth of the datannk&s and the maximal processing
throughput of the SCU in the switching node. According to Eql), this is equivalent to set
a lower bound for the mean frame sigé€S,| = rqat/I'sig in the frame assembly. Consequently,
the timeout periody, should be large enough to assure the lower bound[§f]. Theleast
necessary timeout periad determined from Eg. (6.3) numerically.

The upper bound of the frame queueing delay in the transomdsiffer is denoted by and
defined as the 4 10~3 quantile of the delay distribution following the definitim[Y.1541].
The CCDF of the queueing del®{W > w} is derived according to the multi-scale analysis in
Section 6.4. Note that this is actually the worst case queueelay because it is based on the
assumption that all frames have the maximal frame sjzeDespite of this limitation, it serves
as a simple and practical estimation of the delay controutiom the transmission queue. To
determineP®{W > w}, both small-queue and large-queue approximations are atatfor each
value of the delayv. Between them, the larger value of the tail probability isetdd as the
solution.

Summing up the least necessary timeout petipdnd the statistical upper bourdgl, of the
gueueing delay, it results in a total delay bound in the edgien Approximately, this delay
bound corresponds to the minimal delay budgfethat can be satisfied in the edge node at a
specific system load. In Fig. 6.17, the relation betwdemand the system load is illustrated
through example scenarios. For the evaluation, it is specifiatE[S;] > 55 KBytes. 10
FECs with the same setting of the assembly parameters aredak The size threshold is
fixed to s, = 64 KBytes. The incoming traffic is equally distributed to widual FECs. The
transmission rate of the wavelength channel is 10 Gbps.

Fig.[6.17(a) shows the case in which the incoming clienfitraf modeled by the Poisson
process. The least necessary timeout petjpdhe bound of the queueing delay and the total
delay bound are plotted with respect to the total system lveal wide range of the system load,
the queueing delay is much smaller than the necessary tirpedod for the assembly, which is
due to the small queue behavior that is similar tortb¢D /1 system. At the same time, the very
high transmission rate of the wavelength channel assuiest #&me transmission that reduces
the absolute queueing time considerably. As a result, theeaf the total delay bound is to a
large extent directed by the evolution of the assemplyntil a very high load is reached. In the
extremely high load situation, the queueing delay boundrisep be dominated by the large-
gueue behavior and increases dramatically. The effecbaghiself in the total delay bound.
Note that the region above the curve of the total delay boapresents the feasible combination
of the delay budget specification and the throughput thabeasatisfied by the edge node. In
this sense, it is marked as tifieasible regionin the graph. Since the extremely high loads
are in the normal operation of a system always avoided, tha neatriction on the feasible
region turns out to be the least necesdaryn order to achieve an efficient traffic assembly.
Obviously, the traffic at a high aggregation level so thatvatadequately large data rate is
favourite here, which can be determined from the feasilg®requantitatively. Supposing that
the delay budget amounts to 1.5 ms, a horizontal line is detéh= 1.5 ms and the intersection
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Figure 6.17: Necessary delay budget with respect to thesykstad

point A with the curve of the total delay bound is obtained. Péimdicates here the level of
the throughput above which the desirable assembly degrebeacached. This serves as an
iImportant reference in the traffic/network planning andlocalso used as a subsidiary criterion
in the admission control.

Fig./6.17(b) depicts the delay-throughput relation for tase with the M/Pareto traffic. The
basic system behaviors are similar to those in [Fig.|6.17{&e major difference appears in
the range of the high system load. Due to the LRD of the M/Pareféic, the large-queue
behavior is accompanied with the heavy-tailed CCDF at highdpavhich results in a much
faster increase of the queueing delay. This finally imposesnstraint on the feasible region
in the high load range. Again, looking at the horizontal lofed* = 1.5 ms, the intersection
pointAis similar to that in Fig. 6.17(a). Poif& represents the maximal admissible throughput
in consideration of the delay budget in an edge node.

To mitigate the performance degradation caused by the LRDaetipal measure is to limit
the system load under a certain level so as to prevent thegemmss of the heavy-tailed large-
gueue behavior. This load bound is identified by the crizht C in Fig./6.17(b). Since the
evolution between the small-queue and large-queue bahaitio the M/Pareto traffic is very
much influenced by the access link ratiethe dependence of the load boundaogis evaluated
in a numerical approach based on the analysis in Sectiorir6Fg./6.18, the solution for the
current system scenario is depicted. The x-axis shows tizeafethe access link rate, and the
wavelength channel ratein percent. It can be seen that a larger degree of overdim@ngj
Is necessary when the link rate in access networks increaBais quantitative relationship
between the load bound and the scaling of link rates in thear&thierarchy is very important
for the practical network dimensioning.



6.6 Admission Control 89

1
o)
0.9} .
o
o
0.8 OOO |
Q OOO
%o
%o
0.7\ %04 _
OOOOO
OOOO
0.6 -
0.5 L | L | L | L |
0 2 4 8 10

6
c /c (%)

Figure 6.18: Load bound to avoid the impact from LRD
6.6 Admission Control

In the previous section, the delay-throughput relatiomstistudied without considering the
constraints from the sustainable data rgteand the sustainable header retg directly. Only
the degree of the assembly is specified by setting a lowerdouarthe mean frame size. In
this section, the attention is extended to the complete s&lamn control problem formulated
in Section 6.1.3. Note that the QoS requirements in the ceteork are satisfied as long
as the admitted data rate and frame rate do not exceedndrg,, respectively. In contrast
to Section 6.5, the ratio of the actual data rate and the fratee which is equivalent to the
mean frame size, does not turn up explicitly as an admissadition in order to allow for the

flexibility in the admission control.

6.6.1 Algorithm

The admission control is concerned when a new connectiarestds to be handled or an ex-

isting connection needs to change its traffic parametersedfisas the service requirements.

Without loss of generality, a new connection request igéetaere. In the edge node, this cor-
responds to setup up a new FEC indexed foy a certain delay-sensitive service. In Fig. 6.19,
the flow chart of a general admission control algorithm issilfated.

Besides the common contents of a request like the destinatddress and specific routing
policy, the traffic profile and the QoS requirements are otipenterests here. For the per-
formance model proposed in this thesis, the traffic profileusth include the requested data
throughputreqi and other traffic characteristics like the Hurst parametezase of the LRD
traffic. On the other hand, the QoS requirements includegbeiication of the E2E loss prob-
ability and delay budget. According to the required perfance on the E2E loss, the QoS
guarantee scheme introduced in Section 2.5.3 can be applatck the resource availability
on the selected path through the core network, in combinatith the routing decision. In this
way, the sustainable data rafg,; andrg,; are determined for this FEC. At the same time, the

delay budged’ in the edge node is derived by subtracting the total delay, the propagation
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Figure 6.19: Algorithm of the admission control in the edge®

delay, maximal FDL delay, etc.) in the core network from ttEElelay budget. The traffic
profile, I Gati- r;ig7i and &’ serve as the input parameters for the admission controlitigo
further on, as denoted with the hollow arrow line in Fig. 6.19
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The first admission test is to assure that the requested @@, does not exceed the sus-
tainable data ratgj;. If this is verified, the statistical bourtly for the queueing delay in the
transmission buffer is evaluated according to the traffarabteristics, the current system load
plus the load from the new request, the total number of FECglanchaximal frame sizgp.

It is necessary to point out that the analytical method diio®d in Section 6.4 assumes that
the frame size is fixed tgy and the incoming traffic is equally distributed between &S,
which is not always the case in the realistic operation. HEpigroach serves here as a worst
case analysis. In other words, a certain overestimatianbe tolerated in the evaluation of the
gueueing delay.

The obtained queueing delay is first applied to check whedhdhe existing FEC flows can
bear the increment in the queueing delay if the new requestdspted. Note that the different
FECs can have different delay budgets. If there is no perfocamaiolation with the existing
FEC flows and the obtained queueing delay is smaller tharetlag Budged” of the new FEG,
the bound of the assembly delay, i.e., the timeout pdgigds determined frond after the de-
duction of the queueing delayy. With the timeout period, the mean frame siz&ff|s derived
according to the analysis in Section 6.3.1. The correspgndeader ratesigi can be further
calculated from the requested data na¢gi and Ef,]. As known from Section 6.3.2, with the
time/size-based assembly a higher data rate always leadsigher header rate. Therefore, the
computed sijgi represents the maximal header rate of the new request. Améidest, if the
obtained header rate is smaller than the sustainable hesteef; ;, all admission conditions
are satisfied and the new request is accepted.

6.6.2 Practical Issues

As the estimation of the statistical boundg, of the queueing delay amounts to a significant
computational overhead, measures can be taken to simiifysetting an upper bound on the
system load of the edge node as implied in Section 6.5. Inxaeution of the algorithm, the
delay boundyy is treated as a constant that is calculated from the maxiyséés load. The
resulting overestimation is negligible typically whahis large.

The algorithm in Fig. 6.19 does not consider any lower boumdHe mean frame size in order
to allow the flexibility in the admission decision. Howewetpo many requests with small data
rates are admitted, the overall system utilization can kalyilimited by the processing over-
head in the SCUs of core switches. In practice, supplemeataryssion policy can be applied
to require that the requested data nagg; should be above a minimal value (cf. Section 6.5).
Alternatively, this issue can be incorporated in the desifjtihe pricing model for the service
provisioning.

The parameters for traffic characteristics must be spedibiedoth the delay analysis and the
header rate calculation. In the application, the Poissoogss is generally used as a worst-case
traffic model in the absence of the LRD. In this case, relatigehall number of parameters are
concerned. Besides the traffic intensity, the statistichefgacket length can be obtained by
traffic measurements. In case the M/Pareto model is to befase&D traffic flows, the model
parameters can be determined from the structures of thet cletworks (e.g., the access link
rate) as well as by the model matching on the basis of traff@smements.
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It is worth to emphasize that the Poisson process and therbtd”model are here used only
as the example traffic models. The analytical procedureldpeed in this thesis is applicable
for general backbone traffic that can be treated as fluid flowishas the marginal distribution

similar to the Gaussian distribution. Without a presumptd the traffic model, the measure-
ments of the mean rate and variance process of the flows dreientffor the QoS analysis.

Especially in the multi-scale queueing analysis for thedmaission buffer, there are opportu-
nities to construct simple submodels on the different ticees. For example, the so called
parsimonious model [WTSW97] can be used as the large-timle-suamodel to characterize
the LRD behaviors. It needs only three parameters: the Harsinpeter, the mean traffic rate
and the variance of the rate.

Because of the high degree of traffic aggregation in the tahsgtwork, most of the parame-
ters characterizing the traffic for a specific type of seraictor a specific client network (e.g., a
campus network) have generally stable values in the lomg &ed are suitable to be determined
off-line. Especially, on the basis of traffic measurementsstatistical data analysis, traffic pat-
terns from all relevant client networks can be summarizeticassified into a small number of
basic profiles. The admission control procedure can be mingplifed for each of the basic
profiles. For a new request, the best matching profile is s&dcom these basic profiles and
used for a fast admission control decision.

6.7 Summary

In the admission control in an OPS/OBS edge node, QoS regeiresin the core network and
in the edge node have to be jointly considered. To assure 2kel@&Ss performance through
the core network, for each FEC both the traffic rate on the patia and the header rate on the
signaling path must be limited, which can be quantitatividiermined from the resource avail-
ability in the core switches. Furthermore, the delay-damsservices require a bounded E2E
transmission delay. Since FDL-buffering capacity in OFB8drore switches is very limited,
the bound of the delay within the core OPS/OBS network can baraal by the calculation of
the propagation delay and the maximal FDL delay on the patihd edge node, the traffic is
subject to the assembly delay and transmission queueiag.del

The traffic assembler in the edge node plays a central rolelatimg all these different QoS
metrics together. The configuration of the assembly parmmeatirectly decides the header
rate. The timeout parameter of the assembly itself servésedsound for the assembly delay.
Finally, the assembly procedure changes the traffic cheniatics and hence has an impact on
the transmission queueing delay of the frames in the edge.nod

The contributions of this chapter are summarized into thsgects. First, the quantitative rela-
tionships between the traffic assembly and the QoS metrcaralyzed. In order to determine
the header rate from the data rate, a closed-form solutidghganean frame size is derived.
According to this solution, it is also verified that with fixadsembly parameters the header rate
IS non-decreasing with the increasing data rate. This memeatshe load on the data channel
and the load on the control channel always reach the maxintteeadame time. Therefore,
they can be treated uniformly in the admission control. Taleate the queueing delay in the
transmission buffer, it is first figured out that the worstygiag performance emerges when all
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frames have the maximal frame size, which is equivalent tara pize-based assembly scheme.
With respect to this worst-case scenario, the varianceggsoof the assembled traffic is an-
alyzed, from which the CBR-alike small-time-scale traffic bebais identified. According
to the multi-scale queueing analysis proposed in ChapteiesnD/D/1 model is suggested
for the approximation of the small-queue behavior of th@graission buffer. On large time
scales, the assembly does not change the variance procegd eausing a constant increment
in the variance. Correspondingly, the large-queue behawitr a great extent determined by
the model of the client traffic. In combination with simutats, approximate solutions to the
large-queue behavior are obtained for the Poisson traffideinand the M/Pareto model. In-
tegrating the small-queue and large-queue approximatth@enCCDF of the queueing delay is
derived. The statistical delay bound is further determiatea certain quantile of the delay dis-
tribution. These results provide an in-depth understandirthe system behavior of the edge
node and serve as the foundation for a system-wide perfa®nevaluation and the design of
the admission control.

Second, a comprehensive performance analysis is carrietbiothe edge node in consider-
ation of the delay budget and the degree of the traffic assenilile constraint of the delay
budget on the throughput is specially inspected. With argdelay budget, it is shown that a
minimal throughput is desired in order to keep the assemblyek above a certain level. On
the other hand, the upper bound of the throughput is decigedeisaturation behavior of the
transmission queue at high system loads. Especially wihviliPareto model, the heavy-tailed
large-queue behavior due to the LRD property only has a ceradde negative impact on the
delay-throughput relation when the system load exceedstairtéevel. This threshold load
level, referred to as the critical point in the context, isivkd depending on the access link rate
of the aggregated traffic. The study shows that a larger adicsrate shifts the critical point to
a lower load level. This critical point is significant for tepecification of the maximal system
load in the practical network design and operation.

Finally, an admission control algorithm is proposed on tasi$ of the aforementioned perfor-
mance analysis. Shortly speaking, the algorithm follovesttiread to test the statistical bound
of the worst-case queueing delay, determine the timeoutgheralculate the mean frame size
and test the header rate, sequentially. In practice, theedrtoe can be simplified. Also, further
supplementary admission conditions can be included. &tfgctprofile of the request, which
is necessary for the admission control, is determined dawgto off-line traffic measurements.
Pattern-based profile specification is suggested.
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7 Conclusions and Outlook

This dissertation studies the QoS provisioning in the edgiemf optical packet switched (OPS)
and optical burst switched (OBS) networks. It models, aredyand evaluates the link-layer
performance of the edge node and provides the solution tadh@ssion control for services
with guaranteed QoS. At the same time, in order to tackle tmepdex traffic characteristics
in the superposition of traffic flows after the assembly, a nethod for multi-scale queueing
analysis is proposed and applied.

Chapter 2 gives an overview on the general OPS/OBS networktectires. Since the full
OPS node with the optical switching control unit (SCU) is difft to be implemented in the
foreseeable future, the attention on the OPS is confinecttopto-electronic solution. OPS and
OBS thus share common performance issues like the bottleofdble header processing and
the data loss due to the on-the-fly switching. Correspongitigey can apply similar solutions
of the traffic assembly in edge nodes as well as the channedgeament, contention resolution
and scheduling in core switching nodes. The schemes for @o&spning in core OPS/OBS
networks in literature are surveyed and classified. QoS aresins for service differentiation
in single switching node are presented first, which are presée in the QoS provisioning.
Then, QoS models for the absolute E2E guarantee of the lo&spance are introduced.

Chapter 3 concentrates on the edge node of OPS/OBS networksah the traffic assembler
and transmission scheduler are recognized as the cemticidoal units in terms of the link
layer. Different assembly schemes are introduced. Theotingeriod and frame size threshold
are shown to be the two most important assembly parametiesrelevant work in the traffic
characterization and performance evaluation for the tra§sembly is reviewed. Most of the
work relied on the method of point process analysis and densd only a single assembly
gueue. This limits the applicability of the results when steyn-wide scenario is to be evaluated
and more complex input traffic must be considered. There elasively less work done with
regard to the traffic scheduling in the edge node. The aveilabrk in literature is briefly
surveyed. In connection to the introduction in Chapter 2 rthe of the edge node in the E2E
QoS guarantee is further clarified. It is particularly highted that (a) the edge node must take
care of the generated header rate to avoid congestion inGhkis $f switching nodes; (b) the
delay in the edge node should be bounded by the allocated bletlget. Taking these aspects
into consideration, the admission problem is elaboratedricassured service provisioning.

An overview on the characteristics of the client traffic,ibghly IP traffic, is provided in Chap-
ter 4. Traffic measurements in recent years discoveredtbdidckbone IP traffic exhibits dif-
ferent characteristics on different ranges of time scal@song them, the uncorrelated property
in small time scales and long range dependence (LRD) on lemgestales are most prominent.
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The M/Pareto model is introduced as a popular traffic moggrell seizes this kind of feature.
To deal with such complex traffic patterns in the queueindyaig the methods of time scale
decomposition and integrated analysis are introduced tififeescale decomposition approach
was developed for the queueing analysis in ATM networks.oftnulates separate cell-scale
and burst-scale subproblems, each of which only consitlersgecific traffic characteristic on
the respective range of time scales. A closed-form solusafbtained by integrating the solu-
tions of the subproblems. However, this approach does mabicely include the time scale as
a model parameter. In a generalized application, it is dilfito determine how to decompose
the time scales to build up the subproblems. The integrgipdoach, on the other hand, ex-
plicitly models the time-scale-dependent traffic chanasties by a function of the time scale,
e.g., the effective bandwidth or the variance process. dhaisn is derived by an optimization
procedure with respect to this function. This makes theyaigbuite general for multi-scaling
gueueing problem. However, the computational complexsitselatively high and not suitable
for an on-line application, for example, in the performaasémation for admission control.

To avoid the disadvantages of the original time scale deositipn and the integrated analyti-
cal approaches, Chapter 5 proposes a new method with a cahdppécation of the principles
of both sides. This method employs the effective bandwidttme variance process to charac-
terize the traffic. The changes in the characteristics atbadime scale can thus be precisely
identified, according to which the time scales are deconpimge multiple segments. For each
segment, a submodel can be constructed with regard to fifie tlaaracteristic on the respec-
tive time scales. In case the submodels are instances afssthqueueing models, the overall
gueueing performance can be conveniently obtained byriatieg the known solutions of the
standard queueing models. The method is verified by a cotgasaudy with simulations and
the analytical results show a satisfying accuracy.

Chapter 6 focuses on the performance analysis and the admzsiblem in the edge node.
In connection to the edge node’s tasks in the QoS provisipiitnminated in Chapter 3, the
admission problem is formally formulated, in which the faheader rate and the transmission
gueueing delay are recognized as the two most importanbrpeaihce measures. In the first
part of the chapter, by a fluid-flow modeling of the incominigiat traffic, the frame header rate
is derived from the assembly parameters of the timeout gemal the frame size threshold. Itis
also verified that the resulting header rate is non-deargagith the increase in the traffic rate
under fixed assembly parameters. This allows for a solegnttin on the maximal data rate
of a service request in the assessment by the admissiorocdairthermore, the transmission
gueueing delay is analyzed by the method proposed in Chapt@hb variance process of
the assembled traffic is derived to identify the traffic clotgestic on small time scales and
large time scales, respectively. Correspondent submodelsamstructed and their solutions
are provided. It is shown that the overall queueing perforceas well estimated by integrating
the solutions of individual submodels.

In the second part of Chapter 6, the total necessary delayebtiolgthe edge node is studied
with respect to the node throughput under the conditionttteaassembly degree, i.e., the mean
frame size, is fixed. The results show the significance of fcseriit aggregation level of the
incoming traffic to achieve an efficient traffic assembly. Toastraint of the queueing delay
on the throughput is clearly depicted. On this point, theugriice of the LRD is especially
inspected.
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In the last part of the chapter, an admission control algorits proposed to integrate the de-
rived QoS model for the edge node and those known solutiamtsilboted to the core networks.
Thus, it provides a complete approach for the E2E QoS guseantOPS/OBS networks. In
this algorithm, the E2E loss performance on the data patbsigrad by limiting the traffic rate
of the concerned FEC flow. This corresponds to the sustagrdsih rate that can be derived by
those performance models introduced in Chapter 2. To adsetamiely header processing in
core switches, a sustainable frame header rate is alsdisgeé&ior a new request, the algorithm
analyzes the frame queueing delay in the edge node, detsrthia assembly timeout in con-
sideration of the delay budget and judges whether the @introf the sustainable data/header
rate can be held. The algorithm is applicable for generatibae traffic. In practice, the traffic
profile of the request needs to be determined for the admissiotrol. This is realized either
by traffic measurements or by the assignment of a predefirgd toaffic profile to the request.

Further work could be the application of this QoS model in tiadfic engineering, network
planning and optimization in combination with those scherassuring the E2E loss perfor-
mance in the core network. The work could be further extendeadclude the economic study
of the network. Especially, it would be very interesting tnpare these results with those
obtained for circuit-switched OTNSs in order to illuminateetadvantages and disadvantages of
the different switching technologies in the provisionifggaaranteed QoS. This would serve
as a significant reference in aligning the research a@svitor future OTNs.
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A Queueing Delay with Superposition of
Heterogeneous FEC Flows

In the system model in Chapter 6, only one individual servies<is considered. All FECs
in Fig./6.2 are of the same guaranteed service class. Theref@ incoming client traffic of
the FECs is supposed to have the similar traffic characesisGonsequently, the same traffic
model can be used for all FECs. For most of the traffic parameiier the packet length
distribution, the Hurst parameter, etc., it is also reabto apply the same parameter setting
for all FECs. This leads to the adoption of the homogeneousfii( in the evaluation of the
gueueing delay in Chapter 6.

Nevertheless, the traffic intensity between E2E networlesagenerally differs from each other.
So, itis quite normal that the FEC flows have different traffites, which should be taken into
account in the performance evaluation in the edge node. afpendix focuses on this special
case of heterogeneous FEC flows and inspects the influenice twaffic distribution among the
FECs on the queueing performance by means of simulations.

A.1 System Scenario

The concerned scenario is constructed on the basis of thensysodel illustrated in Fig. 6.2.
Totally 20 FECs are looked at. The pure size-based assemblypised for each FEC and
the size thresholdy, = 64 KBytes. The assembled frames are scheduled according EF®
discipline in the unbounded transmission buffer. The tr@asion rate of the channel is 10 Gbps
and the total system load is set t®0 Similar to Chapter 6, the incoming client traffic is
synthesized by the Poisson process and the M/Pareto medpgatively. The same setting of
traffic parameters as described in Section 6.2 is adopted.

To study the impact of the heterogeneous traffic rates of E@s;-the 20 FECs are classified
into two groups. Each group consists of 10 FECs and is dengtedrbup 1 and Group 2,
respectively. The total offered traffic is distributed tooGp 1 and Group 2 according to a
certain ratio. Within each group, the offered traffic is diyudistributed to individual FECs.
The ratio of the offered traffic between Group 1 and Group 2ined for different simulation
runs. In the following presentation of the simulation résuthe cases with the ratio of 1 : 1,
1:5and 1:20 are shown. Note that the case with the ratio eéquial 1 is equivalent to the
scenario of the homogeneous FEC flows.
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Figure A.1: CCDF of the queueing delay with the Poissoniaffitraf

A.2 Simulation Results

The CCDF of the queueing delay is first studied with the Poissotraffic and the simulation
results are shown in Fig. A.1. In the case of the homogene& flows (i.e., ratio 1 : 1),
Group 1 and Group 2 receive the same queueing performanctharefore there is no need
to distinguish between them. Whereas with the heterogernmusates (i.e., ratio 1 : 5 and
1:20), the delay CCDF is measured and plotted for the frames @Gooup A and Group B
separately. In Fig. A.1(a), the tail behavior of the CCDF islinat. As shown, when the
difference in the traffic intensity gets large, the delayf@g@nance in terms of the tail behavior
turns better for both groups. It can be imagined that whenditersity further grows, the
extreme case will be that the traffic intensity of Group 1 lmees zero and the entire offered
traffic is distributed to Group 2. This degrades to the casle ¥ homogeneous FEC flows, the
delay performance of which is also depicted. It is seen teQ@CDFs of the 10 homogeneous
FECs and 20 homogeneous FECs serve as the lower bound and greboppd respectively
for the tail behavior of the transmission queue. Furtheenoomparing the delay of Group 1
and Group 2 in the same simulation run, it is recognized tl@agtoup with the relatively small
traffic rate (Group 1) has a worse tail performance than tloegmwith the large traffic rate
(Group 2). However, the difference in the CCDF becomes appardyn when there is a large
unbalance in the traffic intensity among the FECs.

Fig./A.1(b) zooms out the delay CCDFs in the scope of the smallguin the cases of heteroge-
neous traffic rates, although the CCDF of Group 1 can exceeditlie of the 20 homogeneous

FEC flows in a limited range of the queue, the latter beginswelepe the CCDF curves soon
as the queue grows.

When the incoming client traffic is synthesized by the M/Rarabdel, the LRD property has
an influence on the delay performance. However, the bastemybehavior caused by the
heterogeneous traffic rates is similar to that of the Poiasotraffic. Fig. A.2(a) shows the
tail behavior of the CCDF of the transmission queue with theav#éB® model. Starting from
the curve of the 20 homogeneous FEC flows, the CCDF curves ofGaathp 1 and Group 2
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Figure A.2: CCDF of the queueing delay with the M/Pareto traffadel €; = 50 Mbps)

decline as the diversity in the traffic intensity increasemally, the performance with the 10
homogeneous FEC flows represents an lower bound. Espedialiynoticeable that all the
CCDF curves go on to exhibit the heavy-tailed property andlapewith each other in the
scope of the large queue. This means that the large-que@wibels not influenced by the
traffic distribution among the FECs, which is consistent itk analysis in Chapter 6. The gap
between the curves @0 FECsand10 FECscorresponds to the maximal extent of the impact
from the ratio of the traffic intensity between the two groujaie to the overlapping in the
domain of the large queue, the gap is very constrained, atidig that the possible influence
from the ratio of the traffic intensity is limited.

To figure out the details in the scope of the small queue; Fig(b) zooms out the CCDFs from
Fig.[A.2(a). The behaviors of the CCDFs are analogous to tmoEailA.1(b).

A.3 Conclusions

Through the simulation study on the transmission queueglgydit is seen that the hetero-
geneous traffic rates among the FECs lead to a diversity inglas ¢performance among the
FECs. The FEC flows with a small traffic rate have relativelgéagueueing delay and those
flows with a large traffic rate tend to have small queueingydelia comparison with a corre-
spondent scenario of homogeneous FEC flows, heterogemafficsrates can result in a worse
gueueing performance only in the limited domain of the smadue. In the scope of the large
gueue, however, the delay CCDF of the homogeneous FEC flonsssasvan upper bound. In
this sense, the homogeneous traffic stands for an impogterence scenario in the evaluation
of the tail probability of the queueing delay in the OPS/OB§esdode.
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