Dependency of Service Time on Waiting Time in Switching Systems -
A Queueing Analysis with Aspects of Overload Control

by

P. Tran-Gia
Dept. of Communications
University of Siegen
W.-Germany

and

M.H. van Hoorn
IAWE
Vrije Universiteit, Amsterdam
The Netherlands
ABSTRACT

Performance degradation of switching systems when the load increases above the engineered load can be caused by system-dependent and customer-dependent factors. In this paper the dependency of the service time and the call completion rate on the waiting time of a customer is investigated. The problem is modelled by means of a queueing system of type $\text{M}^{[X]}/\text{G}/1$, where state dependent batch size distribution is considered. Two analysis methods, the continuous Markov chain approach and the regenerative method, are used for Markovian and generally distributed service phases, respectively. Numerical results are given for system characteristics, in particular the call completion rate of the system.

Finally, an overload control scheme is developed and investigated, which increases the throughput of completed calls at higher traffic levels.
1. INTRODUCTION

In switching systems, especially in stored program controlled systems, overload situations are caused by various factors, e.g. customer behaviour or lack of system resources. Interaction between customer and system is an important factor which affects very strongly the system performance.

Reactions of customers can influence the system in different ways. On the one hand, a customer may abandon his call with a certain probability when he is confronted with large delays during the call set-up phase (e.g. waiting for dial tone, post dialling delay etc.). In this case, an ineffective amount of work has been offered to the processor and hence the call completion rate of the system decreases.

On the other hand, rejected customers may reattempt their call after a certain time. The repeated attempts will further inflate the overload.

The aim of this paper is to determine performance limitations of switching systems in overload situations, taking into account the dependency between waiting time, service time and completion probability of a customer.

The most important performance measures in a switching system are the probability for call completion and the call completion rate. The probability for call completion is defined as the number of call attempts that have been performed successfully, compared to all call requests offered to the system.
There is a number of studies which consider the dependency of the service time on the waiting time with varying degrees of complexity. Posner [1] analyses a single server queueing model with respect to the dependency of the service duration on the waiting time, where an example for two service levels is given. Forys [2] discusses a basic model for applications in telephone switching systems where customers contribute one of two exponentially distributed processing times depending on their waiting time. Rosenshine [3] considers this dependency in modelling the service time of air traffic controllers where the imbedded Markov chain method is used for analysis.

In this paper the call completion rate is estimated and the system performance is investigated by means of a queueing model, which will be presented in section 2. In section 3 the analysis method will be described. Some numerical results will be given here to show the main effects for the considered essential system characteristics. Finally, in section 4 a control mechanism for overload situations will be presented and investigated, which allows to optimize the system performance above engineered load.
2. MODELLING APPROACH WITH SERVICE TIME DISCRETISATION

In this section a queueing system is presented which allows us to describe the dependency of processor service time of a call on its waiting time in order to calculate the call completion rate in a switching system.

We observe a test call entering a switching system. The call sees an amount of work waiting for processing. Concretely this work may stand for the number of subcalls or telephonic events buffered in the processor queue. Based on this observation and in order to simplify the analysis without losing essential effects, we consider the amount of work in the processor queue as a discrete number of phases which are assumed to be independent and identically distributed random variables with distribution function $F_S(t)$.

The number of phases the test call sees upon arrival corresponds to its waiting time before entering service. Depending on the duration of its waiting time, the test call decides to bring a number of phases into the system. These phases can be interpreted as the number of subcalls and the corresponding call handling effort the switching system must spend for the call attempt. From analysis point of view we can consider the decision to be taken at the arrival epoch of the call, although in reality it is taken at the instant the customer enters service (e.g. dialing phase).

Calls with incompletely dialed or abandoned calls usually offer a small number of phases to the system while successful
calls with completed dialing often have offered a larger number of phases to the system.

Therefore, according to the number of phases chosen by a call we define the probability that it will become a bad call or a successful call.

Considering all arguments discussed above, we have modelled the system as a single server queueing system of type $\text{M}^{[X]}/\text{G}/1$ with state dependent batch arrivals. In fact we have the discrete version of a single server queue with state dependent service time.

In this model the following assumptions are made:
- Call arrivals follow a Poisson process with rate $\lambda$.
- A call that sees $k$ phases in the system (including the phase in service) will offer $j$ phases to the system with probability $g_{j}^{(k)}$.
- A call having chosen $j$ phases becomes a successful call (completed call) with the conditional completion probability $c_j$.
- Service time for an arbitrary phase has the distribution function $F_{S}(t)$.

As will be specified in section 3.2, the probability that a call chooses $j$ phases decreases with increasing number $k$ of phases in the system and the conditional completion probability $c_j$ increases in $j$. 
The modelling arguments described below will help to simplify the calculation algorithm:

- Considering the observation of subcalls in switching systems, the number $j$ of service phases chosen by a call may vary between fixed numbers $N_0$ and $N_1$ ($N_0 \leq j \leq N_1$).

- A call that sees upon arrival a very large number of phases in the system, say at least $k_0$ phases, will tend to become a bad call and it will add $N_0$ phases for service. This assumption corresponds to the observation that a customer who waits too long often tends to abandon his call after producing few subcalls.

Using the state dependent batch size distribution the effect of dependency between customer service time and waiting time can be described. In the next section, based on the calculation of the steady state probabilities of the queueing system, the call completion rate for customers and the effective system throughput can be derived under different call traffic conditions.
3. PERFORMANCE ANALYSIS

In this chapter the steady state analysis of the $M^{[X]}/G/1$ queueing system with state dependent batch arrivals, as described in the previous chapter, is presented. For ease of presentation, we shall refer to customers or calls consisting of phases and describe the state of the system by the number of phases present, including the phase in service.

The following terminology will be used:

- $\lambda$: call arrival rate of the Poisson arrival process.
- $h = \frac{1}{\mu}$: mean service time of phases.
- $X$: random variable (r.v.) for the number of phases in the system at an arbitrary epoch.
- $P_n = \Pr\{X = n\}$: steady state probabilities.
- $G^{(k)}$: r.v. for batch size of a call that sees upon arrival $k$ phases in the system.
- $g_j^{(k)} = \Pr\{G^{(k)} = j\}$: batch size distribution, dependent on state $k$ ($k < k_0$).
- $G = G^{(k)}$ and $g_j = g_j^{(k)}$ for $k \geq k_0$.
- $\rho_0 = \lambda h E[G]$: normalised call traffic intensity.

Assumed is that conditions for statistical equilibrium are satisfied, a sufficient condition for a stable queue is $\rho_0 < 1$.

In section 3.1 Markovian service phases are considered ($F_S(t) = 1 - e^{-\mu t}$). In this case the queueing process is a birth and death process with multiple births and the analysis is substantially easier than in the general case, which will be dealt with in section 3.4.
3.1 Analytic Algorithm for Markovian Service Phases

To derive a set of equations for the state probabilities, we use the well-known balance property of Markov processes that the transition rate into some macro state $S$ equals the transition rate out of $S$ for any subset $S$ of the state space. Consider the choice $S = \{0, 1, \ldots, n\}$, the transition rate out of $S$ is given by

$$\lambda P_o Pr\{G^{(0)} \geq n+1\} + \lambda P_1 Pr\{G^{(1)} \geq n\} + \ldots + \lambda P_n Pr\{G^{(n)} \geq 1\}$$

and the transition rate into $S$ by

$$\mu P_{n+1}$$

Hence, we obtain

$$\mu P_{n+1} = \lambda \sum_{k=0}^{n} p_k \Pr\{G^{(k)} \geq n+1-k\}, \quad n \geq 0 \quad (3.1)$$

The following generating functions are defined:

$$P(z) = \sum_{n=0}^{\infty} p_n z^n$$

$$\Gamma^{(k)}(z) = \sum_{n=0}^{\infty} g^{(k)}_n z^n$$

$$\Gamma(z) = \sum_{n=0}^{\infty} g_n z^n \ldots (3.2)$$
Multiplying (3.1) with $z^n$ and summing over $n$, we obtain

$$
\mu (P(z)-p_0) = \lambda z \sum_{k=0}^{\infty} p_k z^k \frac{1 - \Gamma(k)(z)}{1 - z}
$$

or

$$
P(z) = \left[ \frac{1 - \Gamma(z)}{1 - z} P(z) + \lambda z \sum_{k=0}^{k_0-1} p_k z^k \frac{1 - \Gamma(k)(z) - (1 - \Gamma(z))}{1 - z} \right] \left[ \mu - \lambda z \frac{1 - \Gamma(z)}{1 - z} \right]^{-1}
$$

Substituting $p_k = \*p_k p_0^*$ ($0 \leq k \leq k_0 - 1$) with $p_0^* = 1$, we can compute $p_i^*$ ($1 \leq i \leq k_0 - 1$) with eqn. (3.1). Inserting $z=1$ in (3.3) we obtain

$$
p_0 = (\mu - \lambda E[G]) \left( \mu + \lambda \sum_{k=0}^{k_0-1} p_k \left[ E[G^{(k)}] - E[G] \right] \right)^{-1}
$$

by noting that

$$
\lim_{z \to 1} \frac{1 - \Gamma(k)(z)}{1 - z} = E[G^{(k)}].
$$

The algorithm to calculate $p_k$ is summarized in the following steps:

1. Set $p_0^* = 1$ and compute recursively $p_k^*$, $1 \leq k \leq k_0 - 1$ with (3.1)

2. Calculate $p_0$ with eqn. (3.4) and renormalise $p_k = p_k^* p_0$ for $0 \leq k \leq k_0 - 1$

3. Compute further state probabilities $p_k$, $k \geq k_0$ recursively with (3.1).
After differentiation of eqn. (3.3) and setting \( z = 1 \), the following expression for the mean number of phases in the system is found:

\[
E[X] = p'(1) = \sum_{k=1}^{\infty} k p_k
= \frac{\lambda}{2(\mu - \lambda E[G])} \left[ E[G] + E[G^2] + \sum_{k=0}^{k-1} (2k+1) p_k (E[G^{(k)}] - E[G]) \right]
+ \sum_{k=0}^{k-1} p_k (E[G^{(k)}^2] - E[G^2])
\]  

(3.5)

3.2 System Characteristics

The derivation of the steady state distribution of the number of phases in the system forms the basic requirements to obtain the following performance characteristics:

- \( P_{\text{COMPL}} \) completion probability for an arbitrary call
- \( Y \) call completion rate
- \( E[X] \) mean number of phases in the system
- MBS mean batch size, i.e. mean number of phases brought into the system by an arbitrary customer

The performance characteristics are expressed in terms of \( p_n \) in the following way

\[
P_{\text{COMPL}} = \sum_{k=0}^{\infty} p_k \sum_{j=0}^{\infty} c_j g_j^{(k)}
\]

\[
Y = \lambda P_{\text{COMPL}}
\]

\[
E[X] = \sum_{k=1}^{\infty} k p_k
\]

\[
\text{MBS} = \sum_{k=0}^{\infty} p_k E[G^{(k)}]
\]

\[... (3.6)\]
With the assumptions \( g_j^{(k)} = 0, j < N_0 \) or \( j > N_1 \), and \( g_j^{(k)} = g_j \) for \( k \geq k_0 \), \( P_{\text{COMPL}} \) can be rewritten as

\[
P_{\text{COMPL}} = \sum_{j=N_0}^{N_1} c_j \left( g_j + \sum_{k=0}^{k_0-1} P_k (g_j^{(k)} - g_j) \right) \tag{3.7}
\]

Further note that \( \lambda \cdot \text{MBS} \) is the average arrival rate of phases and \( \lambda \cdot \text{MBS} \cdot \lambda \) is the workload offered to the system per time unit, which is equal to \( 1 - P_0 \), the fraction of time the server is busy. So we have

\[
\text{MBS} = \frac{1 - P_0}{\lambda h} \tag{3.8}
\]

The mean system size \( E[X] \) is given by eqn. (3.5).

For the probabilities \( c_j \) we have made the following choice containing the parameters \( \gamma \) and \( N_{\text{LIM}} \) as degrees of freedom

\[
c_j = \begin{cases} 
\gamma + (1 - \gamma) \frac{j - N_0}{N_{\text{LIM}} - N_0} & N_0 \leq j \leq N_{\text{LIM}} \\
1 & N_{\text{LIM}} \leq j \leq N_1 \\
0 & \text{otherwise}
\end{cases} \tag{3.9}
\]

Fig. 1 Conditional completion probabilities
In practical situations, the number of subcalls produced by a completed call will vary between certain limits, here represented by $N_{\text{LIM}}$ and $N_1$. If the number of subcalls produced by a call is less than $N_{\text{LIM}}$, the probability to be completed decreases but need not be zero.

The batch size distribution is the factor that takes into account the dependency between the service time of a customer and his waiting time. If a customer sees $k$ phases in the system upon arrival, his waiting time has an Erlang-$k$ distribution, corresponding to the negative exponential phases. He is supposed to have a certain patience, i.e., he is willing to wait a reasonable time, $\tau$ say, before entering service. If his waiting time is short, he will choose a service time consisting of a relatively large number of phases, corresponding to a large number of subcalls. If his waiting time is longer than $\tau$ he will tend to bring a smaller number of phases into the system because he abandons his call sooner. As discussed in section 2, it is realistic to assume that the number of phases a customer chooses lies between certain numbers $N_0$ and $N_1$. However, for the analysis this assumption is not essential. The length of the patience $\tau$ could be obtained by measurement in a real system. Here we choose $\tau = 3 N_1 h$ (c.f. Forys [2]). The above reasoning allows the following choice for the group size distribution:

$$\begin{align*}
\Pr \{G(k) = N_1\} &= \Pr \{W_k \leq \tau\} \\
\Pr \{G(k) = j\} &= \Pr \{\tau+(N_1-j-1)h \leq W_k < \tau+(N_1-j)h\}, \quad N_0 < j < N_1 \\
\Pr \{G(k) = N_0\} &= \Pr \{W_k > \tau+(N_1-N_0-1)h\}
\end{align*} \quad \ldots (3.10)$$
The random variable $W_k$ denotes the waiting time of a customer seeing $k$ phases in the system on his arrival epoch. In Fig. 2 the average number of phases chosen by a customer is shown. Also the effect of the patience of customers is clearly illustrated.

![Graph showing expected number of phases chosen](image)

**Fig. 2** Modelling aspects of customer behaviour

### 3.3 Some Numerical Results

In this subsection numerical results are presented which show system characteristics under different traffic conditions. For all the results, time is normalised by the mean service time of phases $h=1/\mu=1$ and the offered traffic intensity is standardized by $\rho_0 = \lambda N_0$.

Fig. 3 shows the completion probability for an arbitrary call as a function of the offered traffic intensity. The curves are drawn for different values of $\gamma$. It should be recalled that $\gamma$ represents the completion probability for calls which have a relative long waiting time and choose the minimum number $N_0$ of phases. It can be seen here that the call completion probability decreases rapidly above a certain level of the offered traffic. A degradation of the system performance is said to have occurred. This effect is shown more clearly in Fig. 4, where the call completion rate is depicted for different traffic intensities.
Fig. 3
Completion probability for calls vs normalized traffic intensity

Fig. 4
Call completion rate vs normalized traffic intensity
Fig. 5
Average number of phases in system vs normalized traffic intensity

For $\rho_0 \geq 1$ the system becomes instable and the queue increases to infinity. However, according to the modelling approach, the call completion rate is constant with value $\gamma$.

The mean number of phases in the system is shown in Fig. 5 as a function of the offered traffic intensity, where different values of the ratio $N_1/N_0$ are considered. For higher values of $N_1/N_0$ the curve can be clearly recognised as a superposition of two segments. The first segment of the curve corresponds to lower traffic levels where the group size is approximately $N_1$; the second segment corresponds to higher traffic intensities where the majority of customers chooses $N_0$ phases.
3.4. General Phase Distribution

The analysis of the $M^x/G/1$ queue with general distribution of the service time of phases is more complicated than the $M^x/M/1$ case. In van Hoorn [4] the analysis is done by means of the regenerative method. Using up and down crossing arguments, a complete set of equations is derived to obtain the steady state probabilities at arbitrary and at departure epochs. We shall summarize below the main aspects of the analysis.

Assuming the system is empty at epoch 0, we define the following random variables:

- $T$: the next epoch at which the system becomes empty
- $T_n$: amount of time during which $n$ phases are in the system in the busy cycle $(0,T]$, $n \geq 0$.
- $N$: number of phases served in $(0,T]$
- $N_n$: number of service completion epochs at which the phase served leaves $n$ other phases behind in the system in $(0,T]$, $n \geq 0$

and the quantities

- $A_{kn}$: expected amount of time that during a service $n$ phases are present, given that the service starts with $k$ phases present; $k = 0, 1, \ldots, n$.

By partitioning the busy cycle by means of the service completion epochs and using Wald's theorem (cf. Ross [7]), we find

$$E[T_n] = \sum_{k=0}^{n} E[N_k]A_{kn}, \quad n \geq 1 \quad (3.11)$$

Note that $E[N_k]$ equals the average number of times in a busy cycle that a service starts with $k$ customers present.
For a second relation between the $E[T_n]$ and $E[N_n]$ we use a similar up and down crossing argument as in section (3.1). However, now we equate the number of transitions into $S$ and out of $S$ in a busy cycle. Noting that $E[N_n]$ is the average number of transitions from state $n+1$ to $n$ and $\lambda E[T_k]$ the average number of arriving groups, given state $k$ we get

$$E[N_n] = \sum_{k=0}^{n} E[T_k] Pr\{G(k) \geq n+1-k\}, \quad n \geq 0$$ (3.12)

Together, (3.11) and (3.12) allow the computation of the $E[T_n]$ and $E[N_n]$, as shown below

1. evaluate the constants $A_{kn}$
2. put $E[N_0]=1, E[T_0] = \frac{1}{\lambda \cdot Pr\{G(0) \geq 1\}}$
3. given that $E[T_0],...,E[T_{n-1}], E[N_0],...,E[N_{n-1}]$ are computed, solve

$$E[T_n] = E[N_n] A_{mn} + \text{func}(E[N_0],...,E[N_{n-1}]) \quad \text{cf. (3.11)}$$

$$E[N_n] = E[T_n] Pr\{G(n) \geq 1\} + \text{func}(E[T_0],...,E[T_{n-1}]) \quad \text{cf. (3.12)}$$

4. return to step 3 if necessary
5. compute $E[T] = \sum_{n=0}^{\infty} E[T_n]$ and $E[N] = \sum_{n=0}^{\infty} E[N_n]$

Define

$p_n$ steady state distribution of the number of phases at an arbitrary epoch
$q_n$ steady state distribution of the number of phases at a (phase) departure epoch.

Then by the theory of the regenerative processes (cf. Stidham [8] and Ross [7]),

$$p_n = \frac{E[T_n]}{E[T]} \quad \text{and} \quad q_n = \frac{E[N_n]}{E[N]} \quad \text{for all } n \geq 0$$
Below, we specify some schemes for the evaluation of the constants $A_{kn}$ in the case of exponential, hyperexponential and Erlang service time of phases. These schemes can be extended to more general phase type service time distributions. Some other cases are treated in Van Hoorn [4].

**Case 1.** $F_S(t) = 1 - e^{-\mu t}$

Using the memoryless property of the exponential distribution and the property that with probability $\lambda/(\lambda+\mu)$ a batch of phases arrives before the completion of a service, we find

$$A_{kn} = \frac{\lambda}{\lambda+\mu} \sum_{i=0}^{n-k} g_i^{(k)} A_{k+i,n'}, \quad 1 \leq k < n.$$  

$$A_{nn} = \frac{\lambda}{\lambda+\mu} g_0^{(n)} A_{nn} + \frac{1}{\lambda+\mu}, \quad n \geq 1.$$  

Starting with $A_{nn}$ the $A_{kn}$ can be computed recursively for $k=n-1, \ldots, 1$.

**Case 2.** $F_S(t) = 1 - p_1 e^{-\mu_1 t} - p_2 e^{-\mu_2 t}$

We apply case 1 twice to compute $A_{kn}^{(1)}$ and $A_{kn}^{(2)}$, with $\mu$ replaced by $\mu_1$ and $\mu_2$ respectively and then find

$$A_{kn} = p_1 A_{kn}^{(1)} + p_2 A_{kn}^{(2)}.$$  

**Case 3.** $F_S(t) = 1 - (1+\mu t)e^{-\mu t}$

We define the auxiliary quantities.

$B_{kn}$ = expected amount of time that during the second phase of the service n phases are present, given that the second phase of the service starts with k phases present.
Again applying case 1, $B_{kn}$ can be computed and then we get

$$A_{kn} = \frac{\lambda}{\lambda + \mu} \sum_{i=0}^{n-k} g^{(k)}_i A_{k+i,n} + \frac{\mu}{\lambda + \mu} B_{kn}, \quad 1 \leq k < n$$

$$A_{nn} = \frac{\lambda}{\lambda + \mu} g^{(n)}_0 A_{nn} + \frac{1}{\lambda + \mu} + \frac{\mu}{\lambda + \mu} B_{nn}, \quad n \geq 1.$$  

For the numbers $A_{0n}$ the following relation holds.

$$A_{0n} = \sum_{i=1}^{n} \frac{g^{(0)}_i}{1-g^{(0)}_0} A_{in}, \quad n \geq 1$$

Remark that $\frac{g^{(0)}_i}{1-g^{(0)}_0}$ is the probability that an arriving batch initiating a busy period consists of $j$ phases.

Remark 1. Putting $E[N_0]=1$ in step 2 of the algorithm is motivated by the fact that in every busy cycle only once the system is left behind empty after the completion of a service.

Remark 2. $E[T]$ and $E[N]$ can be computed as follows. Note that $\sum_{n=k}^{\infty} A_{kn} = h$ and $\sum_{n=k}^{\infty} \text{Pr}[G(k) \geq n+1-k] = E[G(k)]$. By summing (3.11) for $n \geq 1$ and (3.12) for $n \geq 0$, we get

$$E[T] = E[T_0] = E[N].h$$

$$E[N] = \sum_{k=0}^{\infty} \lambda E[T_k] E[G(k)]$$

Using $E[G(k)] = E[G]$ for $k \geq k_0$, (3.13) is rewritten as

$$E[N] = \lambda E[T].E[G] + \lambda \sum_{k=0}^{k_0-1} E[T_k](E[G(k)] - E[G]).$$

So, $E[N]$ and $E[T]$ can be found after computing $E[T_k]$, $0 \leq k \leq k_0 - 1$. A comparison of different service phase distributions is given in Table 1, where numerical results for the call completion rate are listed. In general, above a certain
**TABLE I** Comparison of the call completion rate for different phase service time distributions.
(N₀ = 4, N₁ = 8, N_LIM = 5, γ = 0.1)

<table>
<thead>
<tr>
<th>Offered Traffic Intensity</th>
<th>Phase Service Time Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E₃</td>
</tr>
<tr>
<td>0.1</td>
<td>0.099981</td>
</tr>
<tr>
<td>0.2</td>
<td>0.199375</td>
</tr>
<tr>
<td>0.3</td>
<td>0.294200</td>
</tr>
<tr>
<td>0.5</td>
<td>0.411585</td>
</tr>
<tr>
<td>0.7</td>
<td>0.356940</td>
</tr>
<tr>
<td>0.9</td>
<td>0.198035</td>
</tr>
</tbody>
</table>

value of the mean batch size, the system performance is dominated by the batch size statistics, and the system is relative insensitive to the service time distribution (cf. [5]).
4. INVESTIGATION OF AN OVERLOAD CONTROL SCHEME

4.1 Description of the control scheme

In the previous section it can be seen that the system performance, say the call completion rate, has decreased rapidly after a critical level of offered load. By those high load levels, the queue becomes large and customers must wait for a long time before they enter service. They then become impatient, tend to abandon their calls and hence, decrease the call completion rate.

In order to avoid this effect, the system may stop accepting all calls at a certain load level. The idea behind it is that if the switching system accepts less calls it would be able to handle them well. As illustrated in Fig. 6 we can save processor time and increase the amount of good calls if we allow the system to reject calls according to a scheme which will be described in the following. It should be noted here that the phenomenon of repeated attempts of blocked calls is not taken into account in this consideration.

![Diagram](image)

Fig. 6 On the call completion in a switching system
Two levels $L_1$ and $L_2$ are defined for the call blocking scheme. Depending on the system state $k$ upon arrival epoch, calls will be blocked with probability $B_k$ where we choose

$$B_k = \begin{cases} 
0 & \text{for } 0 < k \leq L_1 \\
\frac{k-L_1}{L_2-L_1} & \text{for } L_1 < k < L_2 \\
1 & \text{for } k \geq L_2 
\end{cases} \quad (4.1)$$

According to this scheme, the maximum number of phases the system can have is in the case, where a accepted call sees $L_2-1$ phases in the system and then adds $N_1$ phases for service. Hence we have a queueing system with finite capacity $L_2+N_1-1$.

To show the performance of the overload control method we have chosen the linear characteristic of $B_k$ in (4.1). In principle, from analysis point of view, we could choose any other gradual blocking scheme for $B_k$ between $L_1$ and $L_2$.

In the case of one-level control we can choose $L_2 = L_1+1$, where all call arrivals see less than $L_2$ will be accepted, otherwise they will be blocked.

4.2 Model modification and analysis

The overload control scheme, described by the two levels $L_1$ and $L_2$, reduces our queueing system to a finite capacity $M^{[X]}/G/1$ queue. The blocking probability, gradually increasing with the queue size a customer sees, equals 1 when there are more than $L_2-1$ phases in the system. As discussed above, the system has the finite capacity $M = L_2+N_1-1$. 
The most simple way to model blocking is to allow a customer to bring a "batch of size zero" into the system. Blocked customers do not affect the system by having a batch without phases.

The modified batch size distribution for the overload control scheme is denoted by $\bar{g}_j^{(k)} = \Pr\{\bar{\tau}_i^{(k)} = j\}$. We have the following relations between the probabilities $\bar{g}_j^{(k)}$ and $\bar{g}_j^{(k)}$:

$$
\begin{align*}
0 \leq k \leq L_1 & : \\
& \begin{cases} \\
\bar{g}_0^{(k)} = 0 & j=0 \\
\bar{g}_j^{(k)} = g_j^{(k)} & N_0 \leq j \leq N_1 \\
\end{cases} \\
L_1 < k < L_2 & : \\
& \begin{cases} \\
\bar{g}_0^{(k)} = B_k & j=0 \\
\bar{g}_j^{(k)} = g_j^{(k)} (1-B_k) & N_0 \leq j \leq N_1 \\
\end{cases} \\
L_2 \leq k \leq M & : \\
& \begin{cases} \\
\bar{g}_0^{(k)} = 1 & j=0 \\
\bar{g}_j^{(k)} = 0 & N_0 \leq j \leq N_1 \\
\bar{g}_j^{(k)} = 0 & \text{otherwise} \\
\end{cases}
\end{align*}
$$

For the computation of the state probabilities we use again eqn. (3.1) with the modified batch size distribution. The algorithm to calculate $p_k$, $0 \leq k \leq M$ is

1. Set $p_0 = 1$
2. Compute $p_1, \ldots, p_M$ recursively with (3.1)
3. Renormalise $p_0, p_1, \ldots, p_M$

The system characteristics can be written as follows

$$
P_{\text{COMPL}} = \sum_{j=N_0}^{N_1} c_j \sum_{k=0}^{M} p_k \bar{g}_j^{(k)}
$$

$$
E[X] = \sum_{k=0}^{M} k p_k
$$
\[ \text{MBS} = \frac{(1 - P_o)}{\lambda h (1 - P_{\text{BLOCK}})} \]

\[ P_{\text{BLOCK}} = \sum_{k=L_1+1}^{M} P_k \bar{g}_o \]

\[ P^*_{\text{COMPL}} = \frac{P_{\text{COMPL}}}{1 - P_{\text{BLOCK}}} \]

\(^*_{\text{COMPL}} \text{ is defined as the completion probability for accepted calls (c.f. Fig.6).} \]

4.3 **Results and comparison**

The performance of the overload control strategy will be discussed in this subsection.

Fig. 7 shows the interference between call blocking and call completion in the system. The dashed line stands for the case without overload control. With the simple control mechanism \((L_1 = 3N_1, L_2 = 4N_1, \text{linear call blocking between } L_1 \text{ and } L_2\) \) the call blocking probability increases rapidly with higher offered traffic intensity, while the call completion probability \(P^*_{\text{COMPL}} \) lies above the curve without overload control. As expected, the system accepts less calls but then it is able to perform them well. For the accepted calls, \(P^*_{\text{COMPL}} \) gives us an idea about the fraction of good calls served by the system.

The call completion rate with overload control is depicted in Fig. 8. It can be seen clearly that the choice of the control levels (with \(L_2 = L_1 + 1\)) affects very strongly the system performance by overload. For \(L_1 = N_1\) the system performance is worse in case lower traffic levels but becomes better for very high traffic intensities. Above a certain level of \(L_1/N_1\) the call completion rate is always higher with overload control.
Fig. 7 Call completion with overload control

Fig. 8 Performance of the overload control strategy:
Call completion rate vs normalized traffic intensity
### TABLE II  
Call Completion Rate with Overload Control -  
A Comparison for different Phase Service Time  
Distributions ($N_0 = 4$, $N_1 = 8$, $N_{lim} = 5$, $\gamma = 0.1$,  
Control Levels : $L_1 = 3N_1$, $L_2 = 5N_1$)

<table>
<thead>
<tr>
<th>Offered Traffic Intensity $\rho_0$</th>
<th>Phase Service Time Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_3$</td>
</tr>
<tr>
<td>0.1</td>
<td>0.099980</td>
</tr>
<tr>
<td>0.3</td>
<td>0.294192</td>
</tr>
<tr>
<td>0.5</td>
<td>0.425019</td>
</tr>
<tr>
<td>0.7</td>
<td>0.445664</td>
</tr>
<tr>
<td>1.0</td>
<td>0.405236</td>
</tr>
<tr>
<td>1.2</td>
<td>0.375811</td>
</tr>
<tr>
<td>1.5</td>
<td>0.338031</td>
</tr>
<tr>
<td>2.0</td>
<td>0.290323</td>
</tr>
</tbody>
</table>

Table II compares the call completion rate using the overload control strategy for different phase service time distributions. For the given batch statistics the difference caused by the phase distributions is not essential. This argument justifies the Markovian phase modelling approach, which requires a simpler analysis and less computing efforts without loosing essential effects.
5. CONCLUSION

In this paper, the dependency of the service time and the completion probability of customers on the waiting time is modelled by means of a queueing system of type $M[X]/G/1$ with state dependent batch size distribution. Considering the impatience of customers, the performance degradation of the system above the design load is investigated. These effects can be controlled and minimised by using very simple overload regulation scheme, which is presented and discussed in section 4. However, the improvement of the call completion rate by the overload control method depends strongly on the statistics of the customer behaviour and on the call handling mechanism of the switching system, which is modelled by the number of subcalls according to a successful or unsuccessful call.

The analysis methods used in this paper can be applied for a wide range of systems and modelling approaches, using the freedom of the state dependent batch size and the call service time distributions.
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