ABSTRACT

Years of research on QoS architectures for IP networks have delivered sophisticated proposals, which have nevertheless not found broad commercial use. The reasons are not lack of technical soundness or insurmountable technological complexity, but insufficient attention to other, non-QoS-specific matters. First among them is the lack of a commercialization model for the Internet together with the necessary accounting and charging architecture. Another crucial issue is the assurance of end-to-end QoS coherence in the face of multiple intervening parties (network and content providers, users). Furthermore, the practical requirements imposed by those parties to any successful QoS architecture have not been fully taken into account: Ease of management, simplicity and measurable guarantees are some of the main ones. In this paper, the overall constraints on and conditions for the successful deployment of QoS in IP networks are analyzed and some possible directions explored.
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1. INTRODUCTION

For at least the last 35 years, Quality of Service (QoS) in data networks has been vehemently debated. Many implementations thereof exist for all kinds of networks. With the advent of IP as the all-encompassing networking technology, in the last 10-15 years a lot of attention has been devoted to the development of QoS architectures for IP-centric networks. Despite all that, QoS is not widely applied presently and its future is uncertain. QoS, understood as the provision of differentiated levels of quality to different proportions of traffic, is nevertheless a necessity. It is our claim, that it is not possible to provide a satisfactory quality to every present and future service in every environment in a best-effort network in a sustainable way. This is especially evident, although not exclusively, in access networks, where overprovisioning is less of an option, for technical as well as economic reasons.

In principle, some form of differentiated QoS can already be provided in any environment, as is proven by the various existing architectures. It is mainly a number of other, non-QoS-specific constraints, which have not been satisfactorily solved so far: Accounting, charging and billing in the commercial Internet age, e.g., or the development of adequate business models. How to solve the interaction among network and content providers and the user in a fragmented market in order to provide consistent QoS levels is another open issue. How to deal with an increasing heterogeneity, in the number of scenarios as well as networking technologies and requirements is yet another one.

In this paper, an extensive analysis of the different constraints affecting the development, deployment and widespread usage of differentiated QoS in IP-centric networks will be presented. To that end, the meaning of QoS will be reviewed in section 2. Section 3 reviews the different mechanisms and criteria employed to implement QoS architectures, as well as evaluating if and how QoS is needed — from the point of view of the different actors involved. Section 4 points to the implications that the latest networking trends have for the development of QoS. According to the points exposed in sections 3 and 4, section 5 analyzes the critical issues for the future of QoS in IP networks, and section 6 concludes the paper.

2. WHAT IS QOS?

Many of the so-called definitions of QoS found today are merely descriptions of technologies and techniques being used to provide a better service quality to selected traffic classes. But QoS is a concept and not a technology or a
It was necessary to map abstract evaluations ("long" delay, the majority of users considers to be good or acceptable rates the level of quality, whereas IETF takes the user’s vide some quality. Field trials were conducted to quantify what comes unbearable. Thereby, the first task is to define values for all quality criteria that indicate the minimum level of requirements as given and the network has to meet them.

Despite this difference, both definitions have something in common: They do not restrict the term QoS to a high level of quality but to some measurable performance that satisfies some(one’s) demand. This implies that there are low expectations that can be met by very simple means and there are very strict requirements that could only be satisfied by very advanced techniques.

As a consequence, we can state that any network offers a degree of QoS and this renders the question whether we need QoS inane – some level of QoS is always existing. Therefore, the question is whether there is a need for different quality levels for different services in different environments. To better answer this question, we need to examine how the general definitions above fit to specific users and/or services.

QoS as perceived by users is very subjective, since everybody has his individual preferences. Yet, for most services there are levels of quality that are widely accepted as good, i.e., nobody would rate a telephony service as being bad, because the speech quality is not Hi-Fi. People also set priorities when different qualities are to be compared: Mobility, price and ease of use can be more important than speech quality or availability. Finally, there are physiological limits (as, e.g., the human hearing range), where a service’s quality does not improve by crossing them.

As every user has different demands on different services, the set of service requirements mentioned by the IETF is not the same for each service. Neither is the level of quality expressed by a certain numerical value the same — even for the same criterion — if different services are considered. An example for this is delay: Interactive real-time applications have more stringent requirements in terms of delay than non-real-time applications. Still there is a level of delay where even for non-real-time applications the quality becomes unbearable. Thereby, the first task is to define values for all quality criteria that indicate the minimum level of good quality. Field trials were conducted to quantify what the majority of users considers to be good or acceptable quality for a certain service (e.g., [5]). Since users do not (and cannot) express their perception in specific numbers, it was necessary to map abstract evaluations ("long" delay, "much" noise) to exact values describing quality levels, e.g., delay and loss.

Once the different quality levels are defined, the question is who is responsible for the adherence to these levels. Whereas ITU-T does not allocate responsibilities, IETF names the network only. Normally the user is only interested in end-to-end QoS, so we have to divide the end-to-end path into several segments, at least: End-user equipment, access networks, and core network(s). The influence of end-user equipment on QoS is large: QoS-aware applications, the selection of a suitable codec that improves QoS often regardless of the underlying network, fast hardware that can process (e.g., compress) data better, and high-end speakers enhancing the sound quality, to name a few. But this remains entirely in the hand of the user. We will therefore assume that the user provides equipment that supports his demand for a certain QoS level, and exclude this issue in the following.

Having solved quality issues at his premises, the user then requests the network provider to support his requirements. This request is the driving force for a provider’s decision to deploy any QoS mechanisms. Users will only select and pay for a provider, if its service is satisfying. The biggest problem for the provider remains to find an optimal solution, because a possible optimum depends on the user and the service. The many (quality) criteria open up a multidimensional space that usually offers not a single solution but a solution space, containing many good solutions. Thus, the implementation of a QoS architecture will always be a trade-off. An alternative for a provider would be to offer a network optimized for specific services. This is what telephone companies have done for decades.

Excluding optimized networks and heading for an integrated network, our focus is exclusively on the access and the core network’s capability to provide a requested level of QoS to a user with respect to the various requirements. Within this context, our evaluation includes traffic-dependent solutions like scheduling, shaping, routing etc., security- and mobility-related issues as well as economic ones like pricing. In brief, we consider QoS to be a set of context-dependent (service, user) requirements to be met by the network end-to-end to provide a degree of satisfaction to a user of the service. A QoS architecture describes a structured solution to meet those requirements. This finally leads us to the refined question: Is there a need for mechanisms supporting differentiated QoS in the core and access networks and if so, what are they?

3. ALLOCATING RESOURCES

In recent years, much attention has been devoted to differentiated QoS because it is assumed that it is impossible to provide a satisfactory quality to every present and future service in every environment in a best-effort network in a sustainable way. Even the fiercest defenders of over-provisioning would agree that wireless networks face severe resource scarcity. On top of that, bandwidth is not the only problem: Even in lightly loaded networks, undifferentiated traffic handling can induce unacceptable delay and/or jitter for sensitive real-time applications. Hence there will always be a likelihood that the available resources do not satisfy all users’ expectations. Consequently there will be users who are willing to pay more for their share of the resources but they will ask for at least relative guarantees. For the network...
providers, this means that mechanisms for resource allocation must be deployed. The first question in this context is to clarify which criteria dominate our allocation strategy.

3.1 Allocation Criteria

A variety of different criteria exist which are the basis for mechanisms being introduced in the next section. Unfortunately, they are heavily interrelated, introducing unavoidable trade-offs. One such pair of criteria are multiplexing gain on the one hand and traffic differentiation/isolation on the other. Greater differentiation/isolation generally leads to a reduced multiplexing gain. The decision on how much differentiation is really required also depends on whether relative or absolute QoS guarantees are required [8]. Scalability, another major criterion, has two counterparts, namely granularity and dynamics. Finer granularity and higher dynamics, respectively, lead to decreased scalability.

Beside these technical criteria, also more economic ones like profit maximization and maximization of network utilization can be applied. From a network provider’s economic point of view, QoS provisioning and the decision of absolute versus relative guarantees makes only sense, if there is an efficient and scalable way to charge for differentiated services. The offered level, dynamics, and granularity of QoS to a service determines also the granularity at which the resource usage must be metered.

Unfortunately, a fine granular accounting scheme might impose higher costs on an operator than the additional revenue being generated out of the corresponding offer. This fact is often neglected in discussions about QoS provisioning as these are mainly user-centered and thus ignore the operators’ needs.

Hence, it is important to clearly identify the criteria influencing the design of a QoS architecture. The parameters to be considered can be derived from technical, economical and social (and probably other) requirements. Thus, there is no optimal solution in this context, but always a trade-off. The challenge is to find an equilibrium, in which most relevant criteria are sufficiently satisfied.

3.2 Allocation Mechanisms

3.2.1 Technical approaches

There are several well-known mechanisms to allocate resources, a subset of which is usually combined in any network implementation: Reservation, bandwidth overprovisioning, admission control, traffic shaping, traffic separation and scheduling.

Explicit reservation of resources is the most basic mechanism. It may be static, carried out by network management or dynamic, which requires signaling. The simplest mechanism within resource reservation is bandwidth overprovisioning (over), i.e., the reserved bandwidth is somewhere between the mean and the peak bandwidth [10]. In order to be able to over bandwidth, the amount of incoming traffic has to be known and controlled. To do so, admission control was proposed [12]. Another mechanism to control the amount of data delivered to a system is traffic shaping. Hereby, in case of congestion traffic at the ingress is selectively delayed instead of rejected. Finally, traffic separation is the means for (virtually or physically) splitting up resources for different requirements, usually with the help of a scheduling algorithm [18, 4].

3.2.2 Economic approaches

Resource distribution can not only be achieved by technical means. Economical mechanisms are basically equally well suited to distribute resources efficiently. Pricing plays a central role in controlling the access to scarce goods: Price differentiation, market segmentation, service bundling, and auction are some examples of economic approaches to QoS resource allocation.

Price differentiation’s basic assumption [16] is that each customer is willing to pay differently for each service. The challenge is to discover this maximum amount for each customer. For this reason, classes of customers are defined, e.g., as airlines do (students, tourists and business travelers).

The most successful resource distribution mechanism was and is the auction. Nevertheless, accomplishing an auction on the network leaves some open questions with respect to the overall scalability and product composition.

Service bundling offers a set of services for a fraction of the components’ total price. It can be shown [16], that adequate bundling can increase the overall revenue significantly. This also helps to reduce the number of business partners, that a customer has to deal with. Sometimes the bundle composition is targeted to exclude the requirements of certain potential market segments. The goal is to demarcate the different market segments and product positioning by introducing exclusive offerings.

Summarizing, any QoS architecture will probably combine several of these mechanisms According to the relevant allocation criteria. It is the use of economical mechanisms for resource allocation, as well as the interworking between these and the more technical ones, which has not been sufficiently explored yet.

3.3 Requirements on Allocation Strategies

3.3.1 Customer Requirements

Customers are generally interested in communication anywhere and anytime. This basic requirement holds true for every customer, be it a user at home accessing some entertainment service or a business customer on a trip needing to synchronize his groupware application. Independently of the service being in use, a large fraction of the customers does not want to be faced with too much complexity or technical detail in order to make this happen. The customer’s perception of a service’s quality is quite simple: The service is working satisfactorily or not. While the past has shown that customers will accept a non satisfactory service in terms of quality, if another advantage can be gained (e.g., speech quality vs. availability in mobile networks), it is also easy to realize that the customers’ perception of a service depends on his familiarization and experience with available quality in general. The overall trend to mobility in its different characteristics combined with other items slipping quite slowly into customers attention, like security issues, will largely dictate what the customer requires.

From the previous discussion, it is easy to derive some customer requirements, which are basically not QoS-specific, but capture the customers’ relationship to service access.

Generally all types of services should be accessible at any time and at any place. All necessary steps for installation, configuration, update and use of a service need to be simple to allow the service to be accessible and usable by people with a wide range of skills and in several situations.
service offerings need to employ a flexible pricing structure (i.e., for each session criteria like best quality or lowest cost can be applied) while generally the overall cost has to be low and the specific cost of services needs to be transparent to and understandable for a user.

Even if the customers' perception of quality is quite simple, the predictability of the quality of a service is very important (users generally prefer lower but stable quality than higher but variable quality) which also means acceptable responsiveness and set-up time. Quality parameter expectations and users' preferences could be part of one or more user profiles, which could potentially contain additional criteria like uptime, time to repair or compensation for poor subjective QoS. This can be regarded as representing a contract based on a Service Level Agreement (SLA) for the user. Generally it is also desirable from a customers' point of view for the service access to be reliable, error tolerant, stable and to provide self-monitoring and diagnosis properties. This would allow, e.g., for a visual feedback of system status information and help define responsibilities in case of any problem. System security in terms of user authentication, encryption, remote access protection, privacy and confidentiality as well as minimized opportunity for misuse has an increasing significance.

There is no real difference in the requirements of home customers and business customers. It could be argued that a business customer in principle can gain more experience with comparable systems and hence has a more detailed notion of his QoS requirements.

### 3.3.2 Content Provider Requirements

The main concerns of the content provider are twofold: How to steadily and cost-efficiently develop new services, and how to reach a maximum customer base. Product development can be made easier if it is free of network operator-specific constraints and if the resulting product is portable among different technologies, which also allows to reach a broader audience more easily. Equally, a simple deployment mechanism helps to integrate the product faster and thus reduces its time-to-market. As a consequence, minimum direct interaction with the network is desired to hide its heterogeneity. This argument speaks in favor of middleware solutions and open (network interface) standards.

### 3.3.3 Application Requirements

There are two critical points in the relationship between applications and the delivery of a certain QoS to them: The ability of the application to adapt to changing conditions and the exchange of information (or lack thereof) between the application and the lower layers for the joint delivery of QoS. Although applications are not the main focus of this paper, both issues are shortly reviewed in this section.

Most applications have been developed under the premise of total independence from the underlying layers, especially from the network technology. Since the application cannot affect the behavior of the network, the only alternative to ensure a certain quality level by the application itself is to adapt its own behavior to the present network conditions [15]. That could become the default paradigm in QoS-aware environments such as mobile applications and (streaming) video and audio transmission over the Internet: The choice of codecs, for example, could be dependent on the partner machine's capabilities and the perceived transmission quality. The question is how that "perception" is achieved.

In any case, heterogeneous environments, in which an application uses a number of different communication channels during the life of a communication session, strongly ask for application adaptability. Mobility, specifically, introduces the fact of changing environmental conditions with time. Without dynamic application adaptability, though, mobility would imply the tear down and setup of a new communication session every time the environment changes significantly, although the application might support different QoS levels, e.g., through the use of different codecs.

One possibility for the applications to build their "perception" of network quality would be to directly communicate with the network layer through an interlayer signaling protocol. In this case, the differentiation between network and end system/application would become somewhat artificial. Nevertheless, it seems very little probable that a unified network interface, independently of network technology, will emerge. Furthermore, different networks will support different QoS architectures, mechanisms and implementations thereof. The mapping between application requirements and network capabilities will certainly not be standard. Furthermore, many applications will surely not be able, now and in the near future, to communicate their quality requirements. It must not be forgotten either, that no matter which configuration is deemed suitable by the application itself, the end user will probably want to introduce other (non-)technical conditions in the choice of quality, e.g., price considerations. As a consequence, the appearance of some form of QoS-broker/proxy/middleware [14] between the applications and the network, which can be configured by the user, presents itself as a very strong alternative. That QoS-middleware would then terminate the signaling with the different networks and together with the user requirements forward the information, possibly over an standard interface, to the application.

The question is if there will be any signaling between the middleware and the application, or if a "pure" QoS-proxy is enough, i.e., an entity taking the QoS-decisions according to certain policies without informing the application. Since application adaptability has been identified as a very desirable condition, in this scenario the application itself would have to detect the quality delivered by the network (under influence from the proxy). The application could simply measure certain technical parameters to choose the most appropriate mechanism in every circumstance. The problem with this approach is how to introduce non-measurable or non-technical parameters in the equation, like the price. Consequently, it seems very probable that QoS-middleware and not only proxies will emerge to coordinate networks, user desires and application requirements.

### 3.3.4 Network Provider Requirements

Before the arising of data networks and the general opening of markets for operators and providers of telecommunication networks and services, there was a "telephony culture" with strict requirements in terms of high system reliability, world-wide interoperability, guaranteed QoS (dedicated circuits and a signaling scheme to check whether sufficient end-to-end capacity was available) and the general ability of the system to identify the caller. This has changed drastically.

Data networks are very different and not only with re-
spects to the aforementioned criteria, but also in many other aspects: The traffic pattern, the very usual connectionless property, general dynamics in routing, traffic crossing many administrative zones, etc. Even more important, data networks have many more degrees of freedom in their management and configuration than telephone networks, due to their multi-service nature. However, to integrate services from both worlds in a converged network, many of these degrees of freedom need to be restricted, resulting in a much more static network. Many of the constraints can be regarded as originally being driven either by customers or content providers in order to satisfy their respective needs and to generate revenue from that.

3.3.4.1 Access/ISP.

The main interest of a network provider in the access is to optimize its coverage and minimize the corresponding costs. Connecting all potential customers via fiber is generally regarded as being far too expensive, while the use of existing wiring (like twisted-pair from POTS or coaxial cable from the CaTV) or mobile access in general introduces restrictions in terms of bandwidth or possible bridgeable distance to the customer. This is why access networks currently are the major bottleneck. Technological trends let foresee that this will be the case for some more years to come.

Here the need for QoS support is especially evident. The major issue is the quite large number of available access technologies with very different characteristics. This has prevented the development of a unified access architecture, including a unified QoS architecture. Whatever technology and mechanisms are chosen they need to conform to the operators’ requirements. One major item is the provisioning of authentication, authorization and accounting mechanisms in combination with simple and reliable metering, charging and billing schemes for all types of services. Scalability in combination with moderate processing requirements is essential. This also means a moderately generated signaling load, semi-static customer profiles and only a minimum of dynamics in the network.

One possibility to provide the predictable and coherent end-to-end service quality that users expect would be to host most services within the access network. Services like ASP, content distribution, presentation adaptation, content reformatting, server-based games or applications, web hosting and others could be locally available. Additionally, the increasing demand of mobility by customers needs to be supported. Finally all that should be easy to manage and operate.

Current approaches like, e.g., PacketCable aim at developing architectures to integrate services like Internet telephony. While these architectures usually contain operation support systems for AAA and security, they only cover a subset of services, are extremely complex, require cooperation of the customers and do not solve the issue of interaction to users, core network operators and content providers in order to provide QoS in a persistent form.

3.3.4.2 Core.

The main requirements of a core network provider are robustness, resilience and predictability of the network. Also due to the speed of operation, especially when moving to optical networks, all mechanisms being applied in the core network itself need to be simple and scalable. Moreover, data storage and the amount of available processing time per packet is a general issue. The trend to move most of the necessary processing to the edge of the network, where the conditions are not that strict, will persist.

Ever since, it has been in the interest of the operator to keep core networks very static with changes appearing in the order of tens of minutes to weeks in order not to endanger network predictability. Also the core operator does not want to be faced with individual traffic streams but only with aggregates, which in turn increases scalability. This aggregation or separation of traffic can be done according to a number of different criteria like service classes, application types, origin or destination of traffic, VPNs, and more. Currently and in the near future, bandwidth is not being regarded as an issue in core networks, which paves the way for quasi-leased-line approaches.

3.4 The QoS Story So Far: Scanning the Past

The application of QoS architectures can be traditionally subdivided into telephone networks and data networks. Hereby, the telephone scenario is rather simple as traffic in such networks is characterized by almost constant bit rate and QoS can be achieved by signaling-triggered reservation of the maximum bandwidth. This is true for all networks which are dimensioned for voice traffic like the current telephone network or mobile networks of the 2nd generation.

For data networks, QoS provisioning is much more complicated because the traffic is sporadic and bursty, i.e., reservation of the maximum bandwidth results in an enormous waste of bandwidth. The multi-service nature of IP networks, and the fact that different applications have different QoS requirements, intensify this problem. LAN/MAN technologies introduced QoS considerations in their architectures very early: FDDI, Token Ring, etc. Nevertheless, they were not very successful, since it soon became evident that bandwidth scarcity was not a problem in the LAN/MAN domain. Their unnecessary complexity (and superior price) strongly pushed for easier (and cheaper) solutions, like Ethernet, without QoS-support.

Starting in the 80ies, ATM was developed as the future broadband integrated network. However, after developing mechanisms for every contingency, industry realized that the implementation of all these features was much too costly and the management complexity far too high. Furthermore, caused by the relative small cell size as well as the mapping of IP packets in those cells, a very high overhead (“cell tax”) was introduced by ATM.

The failure of ATM as the broadband convergence layer led to the development of QoS-supporting IP-based network architectures. The first one was Integrated Services (IntServ), which — in principle — is similar to ATM and also provides QoS by resource reservation-triggered signaling. However, because soft states were to be kept in intermediate nodes, the scalability of this proposal for large networks was deemed insufficient. Therefore, Differentiated Services (DifServ), was proposed which does not require signaling. In order to additionally reduce the complexity, QoS is not provided on a per-flow basis like in ATM or in IntServ, but for traffic aggregates. By doing so, relative QoS differentiation can be achieved between different so-called behavior aggregates. However, caused by the lack of explicit reservation, signaling and admission control, no absolute guarantees can be given without applying complex extensions.
to the model, which is a problem for some services. It is also difficult to price, since the quality delivered by relative priorities is difficult to grasp and not constant over time. In our opinion, this IP-based QoS architecture also will not be a great success beyond very basic implementations (2-3 classes).

A parallel evolution went towards applying ATM just as a simple and dumb forwarding technology and apply all intelligence within IP. In this context, Classical IP (CLIP), multi-protocol-over-ATM (MPOA), as well as multi-protocol label switching (MPLS) were proposed. Whereas CLIP and MPOA also were not considered broadly, MPLS gained increasing interest because it provides fast and efficient forwarding and QoS only with the mechanism of (physical) traffic separation in a quasi-leased-line approach. Another advantage of this approach is its relative low management complexity. This idea is now being extended in GMPLS (Generalized MPLS) and integrated in the Automatically Switched Optical Network (ASON) umbrella in order to totally skip ATM and directly control the optical layer — which offers much more bandwidth — by IP. Thus, IP is the convergence layer with respect to services and control, but the convergence layer with respect to QoS is located in lower layers, see also section 4.

4. TRENDS IN NETWORKING

4.1 Access

Even with growing rates on access lines, the last mile is still a bottleneck today and in the near future. Therefore QoS support is necessary to provide fairness on these technologies. The installation of new network cables is a costly procedure, so Internet providers tend to use already installed resources like telephone lines or TV cable networks or wireless technologies to provide access to their network.

4.1.1 Wired

The two-wire telephone lines are initially dimensioned for low frequency voice transmission. With growing bandwidth demand, new technologies use new frequency bands on these lines. Those Digital Subscriber Line (xDSL) technologies are available as a whole family with different data rates from 144kbit/s to 52Mbit/s and in symmetric or asymmetric rates. Unfortunately, the maximum data rate of xDSL links is strongly dependent on distance. While xDSL covers several kilometers with line rates of about 1Mbit/s, the distance decreases to 1km for symmetric transmission of 10Mbit/s or 2.5km in the asymmetric 10/1Mbit/s case. For higher maximum rates, the distance constraints get even tighter. To achieve high bit rates, the provider must bring his line termination equipment as close as possible to the customer, which implies high cost and complexity. The xDSL technologies provide a layer-1 transport mechanism and serve as a “bit-pump”. ATM is used as an additional layer-2 protocol, which could provide a large number of QoS provisioning functions.

TV cable networks are designed for high data rates as needed for TV broadcasting and therefore would also be suitable for broadband network data transmission. As these networks were designed as broadcast media not providing bi-directional communication channels, they must be upgraded with bi-directional amplifiers. Cable networks are characterized by a tree and branch topology. At the root of the tree, a head-end entity controls the traffic. Bi-directionality transforms the cable into a shared medium. In order to control access to this shared medium, especially in the upstream direction, a MAC protocol is needed, as well as mechanisms to guarantee privacy. The deployment of an effective distributed MAC as introduced in [3] can solve the QoS challenge, which is especially necessary for the traffic from the users to the core network.

Powerline technology was seen as a third simple approach for broadband access with many characteristics quite similar to CoAX. While a lot of research and development has been done in this area, it seems now as if powerline technology had been set aside.

Current access technologies like xDSL or TV cable provide bit rates, which allow the transport of several parallel multimedia streams. In conjunction with ATM for the xDSL case or a suitable MAC protocol for TV cables the provisioning of QoS on the last mile underlies no technological limitations.

4.1.2 Wireless

With the increasing penetration of networked applications in users’ lives, especially in leisure time, the Internet should be ubiquitously available. Therefore, network access will have to support more and more user mobility.

Current mobile networks (GSM, GPRS) are not yet fully Internet compliant and cannot provide sufficient bandwidth to large audiences simultaneously. Also UMTS (as well as EDGE/IMT-2000), although providing an IP-packet service using a tunneling mechanism, still employs all the circuit-switched mechanisms of 2nd Generation Networks [1]. While UMTS extends the capacity of a wireless access cell significantly, it is still expected to be a future bottleneck.

The approach of supporting packet switching over the existing connection-oriented network is mostly considered as an intermediate step towards a pure IP-based solution [11], which finally will be available in the fourth Generation mobile communication (4G) networks. In 4G networks, heterogeneous mobile networks incorporating different technologies such as UMTS and IEEE 802.11 will be integrated aiming at seamless so-called vertical handovers between them. Thereby, the advantages of several wireless access technologies are exploited and combined. IEEE 802.11 is a short-range Ethernet-like access technology that provides 10Mbit/s in current standards and even higher in future versions. Nevertheless, a global coverage by IEEE 802.11 is not suitable; therefore an integration with the broad coverage UMTS is aimed at. More generally, this approach includes all possible access technologies by handling the mobility management on the network layer.

These different integrated networks are not necessarily provided and operated by one single network provider. Thus multiple operators can be involved in a communication path, whereby interaction among them and security become an issue, see 5.3 and 5.5. There will certainly be roaming agreements among providers, easing the interaction with the user. Nevertheless, the complexity of interaction among providers themselves remains. Furthermore, thinking on the multitude of possible operators, it is arguable whether there will exist treaties among all of them.

The special characteristics of the air interface have triggered a further trend aiming at solving the QoS problem not only on the network layer. The main reason behind it is the
higher error rate on the air interface compared with modern wired networks and its effect on TCP behavior. TCP will interpret any packet loss as congestion, which is mostly the reason for packet loss on the core network. As a result, TCP decreases the sending rate, provoking an unnecessary reduction on network performance. To increase the exploitation of the wireless access network, a movement can be observed where higher network layers tackle these effects, so that in terms of QoS, the user will not notice these network limitations. Issues currently being addressed include robustness against errors in mobile networks: As long as the communication context is kept uncorrupted and vital control information contained in the packet headers arrives correctly, the application layer could handle payload errors. Passing of erroneous SDUs from a link layer through the error-ignorant IP layer to the application layer would then be more efficient than discarding the packets. A task still to be solved is the problem of how to achieve the required interlayer cooperation between application and link layer and possibly even lower.

4.2 Core

As already indicated in Section 3.3.1, a technological trend in the core is from an IP-over-ATM-over-SDH-over-WDM network architecture towards an IP-controlled optical backbone, also known under the keyword IP-over-WDM where IP controls a network which all-optically forwards data from network ingress to network egress. The main enablers of this transition towards an IP-over-WDM architecture are (i) the progress in optical components which allows to start thinking about optical switching as well as (ii) ultra long haul transmission of optical signals which allow to transmit a signal for 1000s of kilometers without regeneration.

Realizations of IP-over-WDM architectures can be classified by increasing granularity as optical circuit switching, optical burst switching, and optical packet switching, with the latter being not foreseeable for many years to come.

Main drivers for this evolution are from the data plane point of view (i) the strongly increased amount of bandwidth which is provided by WDM, (ii) an increase in costs (CapEx and OpEx) of SDH-based networks, which is faster than an increase in revenue, and (iii) the need for faster provision of bandwidth.

From the control point of view, the ASON builds an umbrella also including the standardization efforts in the context of GMPLS of the IETF as well as the user network interface (UNI) which has been standardized by the Optical Internet Forum (OIF). This umbrella allows the control of all layers in a future core network and thus is the basis for cost efficiency and fast provisioning of bandwidth. The approach again is pseudo-circuit switched, pseudo-static and simple, as is the QoS being offered by such networks.

4.3 Security

While there are still many networks without data protection, there is a trend towards securing networked communication. This is driven also by a trend towards e-commerce and context-aware applications both handling a lot of sensitive user data. One result from this trend is that security and privacy increasingly will influence the user’s rating of a service which by now mostly is dominated by factors like bandwidth, delay, or price. Therefore, it must be assumed that in the future more and more traffic will be encrypted. Users will also be increasingly careful regarding trust, e.g., towards network operators. This results firstly in the need of considering the effect of cryptographic delay when regarding overall QoS as sensed by the user and secondly in the necessity of securing the QoS mechanisms themselves (see section 5.4).

4.4 Service Models and Service Introduction

Networks evolve. There is a constant push to extend their functionality and the services supported, since this is seen as the way to increase revenue by the network operators and to increase utility (in the economic sense) by the customers. Especially in the field of service models several trends support this claim, as will be explained shortly.

Application Service Providers (ASP) and Managed Service Providers (MSP) are closely related [13]. They offer to reduce the management complexity and internal knowledge requirements for the operation and maintenance of Information Technology (IT) and communications infrastructure to other companies by taking over those tasks. In the process, they also help to reduce personnel and equipment costs at the outsourcing companies. This business model can nevertheless only be successful, if the end users experience the same working conditions as if the applications were locally installed in the company's LAN. This is especially the case for interactive applications, typical of office environments (including intra-company phone calls, usually through a PBX). Furthermore, the transfer of company internal information to and from the ASP/MSP servers imposes the need for secure transmission. This combination of ASP/MSP and VPN technology clearly necessitates some sort of QoS architecture to be able to deliver that "private network feel", i.e., to separate the "private" traffic from the rest of the backbone traffic and give special treatment to the most sensitive information, like interactive traffic. This paradigm also applies to global private networks, in which independently of distance and interconnecting network technology, members of the same team should share a common work environment.

The given examples of special network instances, with their particular functionality and requirements, are concrete occurrences of the more general overlay network concept [17]. Overlays present nowadays a very relevant trend, for they simplify the introduction of new functionality in parts of the network without forcing an update of the whole of it. They also allow to connect "functionality islands", thus facilitating the spreading of new services. In order to guarantee the correct functioning of such overlays, a QoS architecture, as has been argued, would be very helpful.

Another important aspect of network evolution is the transitional phase between legacy and emerging technologies. In this respect, middleware and proxies represent a powerful help. Horizontal and vertical middleware (i.e., between layers or between network elements) and proxies provide an entry point into the network to realize a functionality that the applications or even the network itself can not handle. Policies and profiles are the basis of such systems. As was discussed in the section 3.3.3, they will probably play an increasingly important role in the future, also as supporting entities of QoS architectures.

4.5 Other evolutionary trends

As of now there is no visible trend allowing a forecast if
the market in terms of network and content providers will truly consolidate. Some years ago there was a considerable consolidation among content providers, but this was well before communication needs became as self-evident as today. While due to the economical development, in recent months a similar development among network providers in general (and especially mobile and core network operators) has occurred, this is not necessarily true for content providers as well. However, independent of market consolidation or fragmentation, any trend will have an influence on daily communication in terms of the number of parties participating in a communication. Therefore, it will also influence the evolution of the ways of interacting between providers to offer a consistent (end-to-end) QoS.

Another relevant issue here is the number of ISPs/access networks and content providers that a customer wants or needs to be involved with. While there is evidence that customers would want to have as many offers and options as possible, at the same time the number of points of interaction to any of these providers should be as small as possible. While, again, a forecast is hardly possible, the topic is of high relevance as issues like multihoming in combination with addressing, routing, and route pinning, the heterogeneity of network access and the quantity of changeovers between different networks due to user and terminal mobility as well as signaling and dynamics in networks in general are closely interlinked.

5. CRITICAL ISSUES

5.1 The Impact of Complexity
Reliability is the principal asset of network operators, as discussed previously (see section 3.3). Management complexity, derived from the introduction of complex QoS architectures, endangers reliability. It increases the risk of malfunctioning by defective configuration and makes problem resolution more complex: Tracing the real cause of misbehavior is more difficult. Unexpected feature interaction is a prevalent danger in modern, complex multi-service networks. As a consequence, network operators have to invest heavily on network maintenance and acquire the necessary manpower and expertise. This goes to such length as endangering the increase in profit expected from the added functionality. That is why reluctant network operators would welcome easy to manage QoS architectures.

5.2 Commercialization
Technology has reached a position in which it can translate most QoS proposals into reality, but certainly not for free. This economic dimension is accompanied by a deep concern on copyright protection among content providers, who see digital content delivery over the network as a potentially dangerous distribution channel. Furthermore, a pervasive all-free mentality still dominates the Internet, which predisposes customers against online paying services. These issues shape a rough business market for network-based QoS for which few (successful) business models have been developed. Without them, the technological possibilities will never be translated into product offerings.

Virtually all research is considering IP as the final means for integrating access networks from any technology — wireless or wired — and the equally IP-based core network. This poses imminent problems regarding commercialization. Whereas the packet-based Internet has not been designed for commercial purposes, the traditional circuit-switched network infrastructure was designed for commercial purposes from the early beginning. Hence, migration adds considerably to the pressure to provide commercial services in this migrated IP-network.

While packet-switched voice and data communications are currently the key drivers for the development of new communication systems and technologies and thus the main cost factor, circuit-switched voice communication still dominates the telecommunications market with respect to revenue. The circuit-switched network has a well-established business model already describing in detail the relationship between the customer and the network operator, and the users widely accept the pricing model offered by the operator. However, in the Internet, there is not yet a well-established business model also considering QoS in place, which is widely accepted by the users and able to generate a significant revenue.

Currently, concepts on how to describe, define, and detect IP service usage at a finer grain and finally how to charge for this kind of service usage in an efficient manner is still an open issue in both the wired Internet and even more in the future wireless packet-based mobile Internet. Pursuing this goal, but often focusing on different aspects, several working groups in the IETF and other consortia such as 3GPP/2 or MWIF have identified both the key concepts and the missing components and have proposed complementary and sometimes competitive approaches. Along with the IETF and IRTF AAA work, a metering architecture has been developed which provides a promising base for the missing functions and mechanisms. Although the basic mechanisms required are available and widely understood, their efficient and scalable integration is still an open point. This integration however, has to consider not only technology-driven aspects, but also the basic principles of a commercial network, mostly coming from marketing and other economic-based disciplines. Unfortunately the development of mechanisms and concepts has only started recently and lacks far behind the already available mechanisms to provide QoS. This leads to the unhappy situation of the QoS researchers missing a clear indication about which parameters and concepts will be charged for and thus must be supported by the network. The implementation of a QoS architecture itself would not be a problem. Finally it should be concluded that the deployment of QoS in a mobile and highly dynamic environment can not be treated as a stand-alone solution since the definition of the requirements for such a scenario is a complex issue and must respect both, potential technical mechanisms as well as non-technical correlations. So it seems that all required mechanisms are available, however there exists no clear vision how to combine them in order to satisfy both, network provider and end user.

5.3 Viability
In order to successfully deploy QoS architectures, not only the necessary technology must be available. Backwards compatibility with existing technology and migration strategies are equally important. Such plans have not been thoroughly developed, among other reasons due to the lack of consen-
sus on the most probable QoS architecture. Especially in
the first steps of QoS introduction, though, such plans are
indispensable.

Networked applications require a certain quality level to
be provided end-to-end. This is especially the case for the
most sensitive ones, like interactive and real-time applica-
tions. Solutions that enhance some network segments may
help provide a better service, but absolute guarantees, in
the sense provided by the telephone network, ATM, or RSVP
can only be achieved with a consistent end-to-end solution.
This issue is further complicated by the problematic inter-
action among the several parties involved in a communi-
cation session (network and content providers, application,
user). Nevertheless, consistent quality levels would strongly
enhance the possibilities of QoS success.

A related issue in the quest for end-to-end coherence is
that communication is, per definition, bi-directional. Hence,
many networked applications have similar QoS requirements
in both directions, others do not. Two problems arise: If two
or more parties are involved, e.g., in a telephone conference,
how is the overall quality level chosen, in the case of conflict-
ing interests? Furthermore, the nature of IP data transport
is unidirectional. This implies that the network does not es-

tablish any relationship between both directions of one and
the same flow, let alone among several flows simultaneously
active for the same communication. Filtering and/or signal-
ing in the network and/or between network and application
could help tackle this issue. Proxies and filters are exten-
sively used nowadays for similar purposes without any kind
of explicit signaling. To establish a relationship between
flows or flow directions in modern multimedia applications,
the decoding and interpretation of data contained in sev-
eral protocols is needed (IP, TCP and application header
and even payload). This is a computationally very intensive
task that would have to be realized on a per-packet basis.
A more scalable solution speaks for the use of signaling and/or
flow descriptors to ease the filtering problem.

The independence between routing and QoS decisions in
IP networks also influences the coherence of QoS-providing
measures. Under certain circumstances, it can provoke the
sending of data along a different path than the one chosen
by the QoS decision-taker. This well-known issue can be
tackled by “pinning” a flow to a route, once a QoS decision
has been taken. Although it somewhat violates the IP rout-
ing approach, several proposals have shown its feasibility.
GMPLS, e.g., completely integrates routing and QoS in a
common framework, thus solving this issue.

A very important issue of general viability of any consist-
tent end-to-end QoS is the ability to solve the problem of
interaction among different (network and content) providers
and possibly also the customers, all of which are involved in
most communication relationships. The world-wide trend
to open markets in telecommunications has also increased the
problem of separate provisioning of network access, content
and core transport. While in the past this has been ad-
dressed by offering transport, content and services through
only one provider (“wholesale provider”), the current issue
is to solve this interaction for many providers and an in-
creasing number of services. This issue becomes especially
critical, if it comes to traffic crossing many administrative
domains between the origin and the destination.

While technically it is possible even now to do all that ei-
ther in one network or for a certain service or in a controlled

environment, and it is even possible to evaluate the advan-
tages and disadvantages of different mechanisms in this type
of simple scenario, the problem of interaction on a large scale
has hardly been addressed. It is an extremely difficult task
to define or even identify the necessary points of interaction
and the necessary data and mapping of parameters without
at the same time imposing restrictions on services and more
generally constraining the independent evolution of service,
content, and network providers.

5.4 Security

Providing QoS mechanisms in networks implies several
critical issues regarding security. First of all, from an oper-
ational point of view there are questions of accountability
and non-repudiation. Thinking of a user having a traffic
contract with a network operator, the operator must have
means to authenticate the user properly in order to prove,
e.g., that a user has violated the contract. Moreover, the
operator needs means to prove that he provided the service
in the negotiated manner if, e.g., a user claims not to be

treated fairly. The other way around, the user needs means
to prove that he did not send more or different data than
allowed. Furthermore, if no absolute guarantees on QoS are
given, it can happen that users want to identify or even to
determine network operators on the path of their packets
in order to decide whether they will trust the providers or
not. This is not a question of trust regarding user data — as
these can be encrypted — but rather a question of trust in
provided QoS, as the same class of service can mean different
absolute QoS at different providers.

From a technological view, the control data of QoS mech-
anism needs to be secured. On the one hand an attacker
must not be able to change the control data (e.g., the class
of service field) in order, e.g., to flood an operator with pri-
oritized traffic, as this could make network behavior even
worse than without QoS mechanisms. Another possible at-
tack would be the degradation of a packet resulting in worse
QoS sensed by the user, thus causing damage to another
operator’s reputation. On the other hand, users may wish
to protect the class of service against eavesdroppers in order
not to disclose the type of traffic. When designing protection
mechanisms, it must be taken into account that encryption
is not necessarily always the best solution, since it takes sig-
nificant amounts of time. This could degrade performance
in high-speed core networks and increase complexity, e.g.,
due to a required Public Key Infrastructure (PKI). This
could advise to use organizational protection means such as
policies among providers (e.g., changing the packets’ class
of service is not allowed). In this case, mechanisms must
exist to observe policies’ violations and penalties must be
enforced.

5.5 Mobility and QoS

The spreading of the diverse forms of mobility presents
critical challenges for the consistent provision of QoS. There
are several factors involved: First, mobility presents the user
and the application with a quickly changing environment.
On one side, the conditions of the network (load, loss ratio,
etc.) change, e.g., due to a change of the physical channel
or even of the infrastructure (ad-hoc networks). But on the
other side, even the networks at the disposal of the user
change. As stated in section 4, a diverse access technologies
will be present, especially in so-called hot-spots: From Blue-
tooth over 802.11 to UMTS and GSM. These technologies have very different, even incompatible QoS capabilities. The resulting dilemma is how to ensure a consistent QoS-level in such a scenario. A number of possibilities arise: Transactions could be delayed until a certain access technology is available, in order to fulfill the user’s expectations. Or maybe a transaction could be interrupted and resumed afterwards when conditions change too drastically. But even with the help of such mechanisms, mobility possibly implies the necessity, especially for interactive applications, of having to accept a fluctuating QoS-level or aborting the communication. Furthermore, some sort of mechanism is needed to choose among the networks at the user’s disposal, especially in the face of conflicting trade-offs: E.g., Network A might be more economical, but Network B might deliver the data faster. Again, user-defined profiles and/or QoS-middleware present themselves as powerful candidates.

Another related question is the associated signaling burden. Generally, there is a trade-off between the overhead of the QoS signaling mechanism — and the resulting limitation on performance — and mobility to be solved. Whereas overhead is often discussed in the context of additional messages or bigger packets, in this context the timely delivery of signaling messages for mobility management is more important. When considering small access networks — or cells — and users on the move, the sojourn time in a network can be quite short. On each network change, mobility management has to signal the new network to the user’s home network. If this update is delayed for too long, the user is no longer reachable. Thus, QoS messages that need to be exchanged before the exchange of mobility signaling, should not affect the user’s reachability.

To achieve this goal in a highly dynamic environment in which the behavior of the user is not predictable is the crucial point. Talking about user behavior there are two overlapping issues to be considered. First, derived from the multi-service nature of the Internet, there is no signaling in place informing the network in advance about the kind of applications being used, and derived from this the relevant parameters for QoS provisioning, in order to meet the hard timely requirements coming from mobility management. The second even more important issue is the prediction of the user’s movement. There probably exists a possibility to predict the movement of one mobile user, however, future communication scenario must be prepared to support QoS between two moving users.

6. CONCLUSIONS

Every user and every application has very different QoS requirements. It is not viable to provide enough resources for every possible need in every possible environment. This is especially true for access networks, as has been shown. Hence, QoS architectures have long been studied, in order to provide differentiated quality levels to different traffic proportions. Many proposals have emerged, which have had only very restricted success beyond the laboratories. The main reason is certainly not technical: Almost all proposals could be implemented with today’s technology. It is the lack of attention to other, non-QoS-specific issues, which has slowed down the deployment of QoS. First among them is the lack of a commercialization model appealing to both (network and content) operators and users. In this context, accounting, charging and billing architectures are a missing crucial element. Another critical issue is the assurance of end-to-end QoS coherence in the face of multiple intervening parties with heterogeneous characteristics. Especially relevant for both operator and user is the ease of management of the QoS mechanisms in the face of such heterogeneity. The necessary mechanisms to signal QoS requirements and other constraints (like price thresholds) by the application and the user have also not been integrated sufficiently in an overall architecture. Only by solving such open issues could QoS achieve wide acceptance.
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