INSTITUT FUR
SEEEH Universitat Stuttgart KOMMUNIKATIONSNETZE
: : 9 UND RECHNERSYSTEME

* ,0‘0:‘0‘0 :' * - -
o Prof. Dr.-Ing. Andreas Kirstadter

Copyright Notice

© 2008 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this
material for advertising or promotional purposes or for creating new collective works for resale or
redistribution to servers or lists, or to reuse any copyrighted component of this work in other works must
be obtained from the IEEE.

This material is presented to ensure timely dissemination of scholarly and technical work. Copyright
and all rights therein are retained by authors or by other copyright holders. All persons copying this
information are expected to adhere to the terms and constraints invoked by each author’s copyright. In
most cases, these works may not be reposted without the explicit permission of the copyright holder.

Institute of Communication Networks and Computer Engineering
University of Stuttgart
Pfaffenwaldring 47, D-70569 Stuttgart, Germany
Phone: ++49-711-685-68026, Fax: ++49-711-685-67983
Email: mail@ikr.uni-stuttgart.de, http://www.ikr.uni-stuttgart.de




JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 26, NO. 1, JANUARY 1, 2008

121

Optical Network Design for a Multiline-Rate
Carrier-Grade Ethernet Under
Transmission-Range Constraints

Marwan Batayneh, Student Member, IEEE, Dominic A. Schupke, Marco Hoffmann, Andreas Kirstddter, and
Biswanath Mukherjee, Fellow, IEEE

Abstract—Ethernet is a success story in local area networks
(LAN). Efforts for extending its boundaries beyond LAN to
the carriers’ backbone networks are in progress. We study
the problem of designing reliable and cost-efficient high-rate
(100 Gbit/s) carrier-grade Ethernet in a multiline-rate optical
network under signal transmission-range constraints. Reliability
is achieved using shared-path protection at the connection level
(Ethernet tunnel in this study). We construct an auxiliary graph,
called mixed topology (MT), using which it is possible to: 1) iden-
tify traffic grooming possibilities; 2) select a path which requires
the minimum amount of 3R regeneration; and 3) effectively choose
the data rate of the channel to be established. Our algorithms,
tested on the 17-node German network, resulted in lower network
cost and higher resource utilization compared with other schemes.

Index Terms—3R regeneration, carrier grade, Ethernet, Ether-
path, link stretching, mixed topology (MT), multiline rate, signal
transmission range.

1. INTRODUCTION

EING the dominating LAN technology, around 90% of

Internet traffic is generated by end systems with Ethernet
interfaces. Since Ethernet is an inexpensive, flexible (plug and
play), and widely used technology, it is a strong candidate to
be the transport technology of future networks. Hence, efforts
for extending Ethernet usage beyond LANs to metropolitan
area networks (MAN) and wide area networks (WAN) are in
progress.

Traditionally, carrier Ethernet has been transported over other
technologies, e.g., SONET/SDH. To achieve this, Ethernet inter-
faces are connected to SONET/SDH equipment which in turn
transport the Ethernet frames in a time-division multiplexing
(TDM) fashion. In addition to the increased capital expenditure
(CapEx) due to using intermediate layer (SONET/SDH), this
operation of Ethernet is also limited by the capabilities and func-
tionalities of the SONET/SDH layer. As transport technologies
in general, Ethernet and SONET/SDH show several differences.
These can be summarized as follows.
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— Line rates of SONET/SDH are 2.5/10/40 Gbit/s and lower.
This is clearly a limitation of the envisioned high-rate
(100 Gbit/s) Ethernet. Hence, to support 100 Gbit/s Eth-
ernet over SONET/SDH, multiplexing of a 100 Gbit/s
signal is required which will result in even higher cost. In
addition, the rates of SONET/SDH do not match those of
Ethernet (1/10 Gbit/s). In this case, sophisticated mapping
schemes are required to transport Ethernet signals over
SONET/SDH.

— SONET/SDH is a TDM technology and is originally
intended (and optimized) for voice traffic. While traffic
growth is dominated by data traffic, Ethernet transport
can be used for both data and voice and is a packet-based
technology.

— Traditional SONET/SDH uses mainly 1 4+ 1 and ring
protection. Since Ethernet is intended to transport hetero-
geneous traffic, it must be able to meet the heterogeneous
reliability requirements of the traffic. Hence, as opposed
to the rigid fixed protection scheme in SONET/SDH,
more flexible and cost-effective schemes can be used, e.g.,
shared-path protection.

The future mode of operation is to carry native Ethernet
frames directly over wavelength-division multiplexing (WDM)
optical backbone networks (Ethernet-over-WDM). Thus,
several layers of other technologies can be eliminated, and sig-
nificant savings in CapEx, and operational expenditure (OpEx)
can be achieved.

In a backbone network, Ethernet must provide carrier-grade
service, i.e., it must provide high level of resilience, flexibility,
and manageability. At the same time, it must be a cost-efficient
transport technology for the network operator to deploy. Tra-
ditionally, Ethernet forwarding is based on the spanning tree
protocol (STP). The STP constructs a spanning tree from the
root node to every other node in the network, which ensures
that any path from the root to any other node is the shortest. But
it does not ensure that the path between any other node pair is
the shortest. Hence, STP-based approaches used in a backbone
network will result in poor resource efficiency. Alternatively,
Ethernet can be set up as a connection-oriented service with tun-
nels carrying Ethernet frames, or simply Ethernet tunnels (ET).
Three forwarding technologies for such tunnels are being ex-
plored: virtual-LAN crossconnect (VLAN-XC), provider back-
bone bridge with traffic engineering (PBB-TE), and transport
multiprotocol label switching (T-MPLS) [5].

Studies [5], [8] have found that CapEx and OpEx savings can
be maximized by running Ethernet over WDM channels (e.g.,
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Fig. 1. Node architecture.

lightpaths) at high rates (up to 100 Gbit/s). Since the lightpath
rate can be high (100 Gbit/s) and it may travel long distances (for
backbone links), the effect of the physical impairments along
a path may become prominent and the signal’s quality may
degrade. Hence, 3R (reamplification, reshaping, and retiming)
signal regeneration may be needed [10], [11]. In our study, we
use the term Etherpath (EP) to denote a lightpath carrying Eth-
ernet tunnels (ETs) which in turn carry Ethernet frames. These
Etherpaths are initiated and terminated by Ethernet interfaces
and are solely designed for carrying Ethernet traffic.

If we consider the applications to be transported over future
networks, we notice the variation in bandwidth (BW) require-
ments among them. For instance, voice applications require less
BW than video applications, which also require less BW than
bandwidth-hungry applications like heavy scientific computa-
tions. As a result, the network must be flexible enough to pro-
vision these applications effectively. To achieve this, a hetero-
gonous link-capacity distribution is required (multiline-rate net-
work). The term heterogeneous in our current study implies
that all wavelengths on a link operate at the same rate, but dif-
ferent links may operate at different rates. This gives the net-
work operator more flexibility in choosing the connectivity (e.g.,
lightpath) rate according to the available links’ rates in the net-
work. In addition, the network operator may also want to operate
links with different rates based on their location in the network.
For instance, the network operator may use lower rate for links
closer to the network periphery, and higher rate for links closer
to the network core, since more traffic is expected on the cen-
tral links. The work in [16] emphasizes this fact by studying the
backbone network design with optical crossconnects (OXCs)
with different grooming-granularity capabilities (heterogeneous
OXCs). The study showed that a network with heterogeneous
OXCs is more cost-efficient and flexible than a network with
homogenous OXCs.

The problem addressed in this paper is a special case of
survivable traffic grooming (STG) [7]. In addition, our problem
considers the multiline-rate nature of the network. We also
consider the signal’s maximum transmission range constraint,
which depends on the signal bit rate (as the signal’s rate in-
creases, its maximum transmission range decreases). Note that,
even though the motivation behind this study is carrier-grade
Ethernet, the general concepts and solution methods discussed
here also apply to connections carrying traffic other than Eth-
ernet. In the literature as well as throughout the paper, the terms
working path and primary path may be used interchangeably
to indicate the same thing, i.e., a path that carries the traffic
during the network’s normal operation. In addition, the terms
protection path and backup path may be used interchangeably,
i.e., a path that is used to carry the traffic when a single link
fails. Likewise, the terms 3R regeneration and regeneration
may used interchangeably.

Section II explains the node architecture and 3R regeneration.
Section III formally states the problem. Section IV presents the
design algorithms. Section V discusses the experimental results.
Section VI concludes the study.

II. ETHERNET-OVER-WDM NODE ARCHITECTURE AND
3R REGENERATION

A. Node Architecture

Fig. 1 shows the Ethernet-over-WDM node architecture. It
has two components: 1) OXC, which performs switching at
the Etherpath level and 2) Ethernet switch (ES). The ES initi-
ates and terminates Etherpaths using Ethernet interfaces (EI),
namely Ethernet transmitter and Ethernet receiver. ES performs
electronic functions of grooming Ethernet connections onto the
Etherpaths, and regeneration. OXC must have enough I/O ports
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(linecards) to support fiber connections with neighboring nodes
as well as for local add/drop with the ES.

B. 3R Regeneration

To perform in-node electronic 3R regeneration (used here), a
number of optical-electronic-optical (OEO) transponders (Eth-
ernet interfaces in our case) must be allocated. Now, if an Ether-
path requires regeneration, it must be directed from OXC to ES
(see Fig. 1), get regenerated, and then sent back to OXC and
output fiber. A node with full OEO regeneration capability is
called opaque, a node with partial OEO regeneration capability
is called hybrid or translucent, while a node without any OEO
regeneration capability is called transparent. So, in this paper,
we have the hybrid case.

III. PROBLEM STATEMENT

The cost-efficient and reliable carrier-grade Ethernet network
design problem is formulated as follows.
* Given:

— Network topology represented by graph G = (V, E)
with set of bidirectional edges F representing links and
set of vertices V' representing nodes.

— Traffic demand matrix composed of Ethernet tunnels
with different bandwidth requirements. Ethernet tunnels
are unidirectional.

— All nodes have regeneration and traffic grooming capa-
bilities.

— The network can have mixed line rates.

* Transmission Constraints:

— Number of wavelengths on a link and wavelength ca-
pacity.

— Number of Ethernet interfaces at a node.

— Maximum transmission range of signals (data rate
dependent), i.e., maximum distance an Etherpath can
travel before regeneration is required.

— Wavelength-continuity constraint is assumed for each
Etherpath.

* Need to:

— Route all Ethernet tunnels.

— Protect all Ethernet connections. Shared-path protec-
tion-at-connection (PAC) level [7] is used to protect the
Ethernet tunnels against single link failures.

* Objectives:

— Provision all Ethernet tunnels.

— Reduce the solution’s CapEx: determined by the
number and rates of Ethernet interfaces used.

IV. DESIGN ALGORITHMS

In order to design an efficient algorithm, the following issues
must be addressed:

1) TItispossible that a shorter path, where edge weight is the
link’s length, requires more amount of 3R regeneration.
Before we discuss the example in Fig. 2, Table I illus-
trates the symbols used throughout the paper. In the ex-
ample in Fig. 2, maximum (un-regenerated) transmis-
sion range is 500 km. Note that the shorter path (900
km) required more regeneration than the longer one (950
km). (The number on a link is its length in km.)
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Fig. 2. 3R regeneration example.

TABLE I
SYMBOLS AND THEIR ILLUSTRATIONS

Symbol Meaning

Optical Cross-connect (OXC)

Ethemet Switch (ES)

100 Gbit/s Fiber
10 Gbit/s Fiber
100 Gbit/s Etherpath
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Fig. 3. EP segmentation due to regeneration.

2) Establishing an Etherpath over a set of links running at
rate R implies that the transmitter and receiver at the
ends of the Etherpath must operate at a minimum rate
of R.

3) If an Etherpath (EP) originating from node X and des-
tined to node Z (EPx_7) requires regeneration at a third
node Y, then since the EP must be terminated in the ES
atnode Y to perform regeneration, EPx_7 is segmented
into two Etherpaths, namely, EPx_v and EPy_7. This
will create a grooming opportunity into EPy_y at node
Y. Itis also possible that the two Etherpaths use different
wavelengths.

Fig. 3 shows an example where ET 4 is to be provi-
sioned. The original EP to carry E'T; 4 (EP; 4) had to be
dropped at node 3 to perform 3R regeneration (because
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the distance to the destination is larger than the max-
imum transmission range). Hence, EP; 4 is segmented
into EP; 3 and EP3 4. In this case, it is possible to also
groom other traffic onto EP3 4 at node 3 if enough ca-
pacity is available.

4) If an Etherpath originating from node X and destined to
node Z (EPx_7) uses links X-Y and Y-Z, where link
X-Y is running at rate R1 and link Y-Z is running at a
different rate R2, then EPx_7 must be segmented into
two Etherpaths, namely, EPx_vy and EPy_7. EPx_vy
runs at rate R1, and EPy_7 runs at rate R2. Again, this
will create a grooming opportunity into EPvy_7 at node
Y. The two Etherpaths may use different wavelengths.

5) Once an Etherpath is terminated in an Ethernet switch
(ES), electronic functions are accessible. For example,
grooming can be performed, and wavelength conversion
is possible [9]. In addition, regeneration is always per-
formed.

To address the above issues and capture the network state, we
introduce the following two tools: (a) mixed topology (MT) and
(b) link stretching (LS).

A, MT

The MT is an auxiliary graph. The term mixed is used since
the edges of MT might be physical links, virtual links (already
established Etherpaths), or both. The MT is constructed on a
per-Ethernet-tunnel basis, i.e., for each Ethernet tunnel, the MT
is constructed. The MT contains all possible virtual and phys-
ical links over which a specific Ethernet tunnel can be routed
(i.e., any path in the MT is a viable route). MT reflects a partial
picture of the network’s current state (since not all virtual and
physical edges may be established). Using the MT, it is possible
to do as follows.:

» Reflect the network’s resource usage state by including/ex-
cluding the appropriate edges. For instance, if all the wave-
lengths on a certain link are used, then the link cannot be
included in the MT. At the same time, if any of its used
wavelengths has some residual capacity, then a virfual (uni-
directional) edge can be included to reflect this available
capacity.

* Implement any design policy by including/excluding the
appropriate physical/virtual edges, and assigning weights
to these edges. For instance, if we need to reduce the
number of high-rate EPs (since they require more re-
generation), then high-rate links may be assigned higher
weights.

» Reflect the traffic grooming (TG) and wavelength conver-
sion opportunities through EP segmentation.

* Find the ET’s protection path. Establishing the MT for
finding a protection path must address the resource-sharing
constraints. Hence, risk information must be maintained
(as well as other resource constraints). For instance, MT
for E'T,, which shares the same risk with another tunnel
ET,, must not include the protection EPs of ET,.

For each ET, the MT is constructed to determine both the

primary and the protection paths. To determine the ET’s primary
path, the MT must include the links and EPs that can carry the
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ET. Using shared-path protection, each ET is protected against
any single link failure. In this case, the MT for determining the
ET’s protection path includes all the physical links and EPs can
then be used for protecting the ET (i.e., all EPs and links that do
not violate the resource-sharing constraints).
In our study, we use the following rules to construct the MT
for both primary and protection paths.
A) The MT for finding the primary path includes all the phys-
ical and virtual links except:

1. all links running at rates below the ET’s rate;

2. all EPs reserved for protection;

3. all saturated EPs or EPs with free capacity below the
ET’s rate;

4. all saturated links (saturated means all wavelengths
are used);

5. if the end nodes of a physical link or a physical seg-
ment (set of adjacent physical links) are connected by
a working EP, then this link (or segment) is replaced
by the EP (assuming the EP has enough capacity to
carry the ET).

B) The MT for finding the protection path includes all the
physical and virtual links except:

1. all links running at rates below the ET’s rate;

2. all physical links on the ET’s primary path;

3. all protection EPs for tunnels sharing the same risk
with the current tunnel if the aggregate capacity of the
tunnels exceeds each EP capacity;

4. all working EPs;

5. all protection EPs that have reached the maximum al-
lowed sharing, if any;

6. all links saturated with working traffic;

7. physical link or a physical segment (set of adjacent
physical links) with both end nodes connected by a
protection EP is replaced by the EP (assuming the rate
of the protection EP is higher than the ET’s rate and
it does not violate the resource-sharing constraints).

Notice that, depending on the network design objectives and
the protection scheme used, different rules may be used for con-
structing both primary and protection MTs.

B. LS

For an ET with a certain bandwidth requirement, it is possible
to carry the ET over EPs with different rates. For instance, we
can carry a 1-Gbit/s ET over a 10-Gbit/s EP or over a 100-Gbit/s
EP. If we establish a 100-Gbit/s EP, we need to use 100 Gbit/s
Ethernet interfaces or we may establish a 10-Gbit/s EP where
we need to use 10 Gbit/s Ethernet interfaces which are much
cheaper than 100 Gbit/s interface.

To address this issue, and to increase the possibility of picking
the minimum-cost path, we introduce the concept of LS. Using
LS, the link’s weight is multiplied (stretched) by factor « that
depends on both the link’s rate and the ET’s rate. Factor « is
defined as

_ Link Rate

= — . 1
ET Rate M
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Using link stretching, it is possible to do as follows:

* set higher weights on links with high rates. Hence, if we
generate a set of shortest paths, the probability of gen-
erating shorter (low-rate and cost-efficient) paths will in-
crease.

* reduce the 3R regeneration required. This is because gener-
ating low-rate paths means higher transmission range; and,
hence, less 3R regeneration.

* enable grooming on established EPs, where weights on the
MT’s virtual links (already established EPs) are set to zero.

* improve network throughput (the amount of traffic satis-
fied) by reducing traffic blocking. Using MT, each ET is ei-
ther groomed onto an available EP, satisfied by establishing
new EPs, or both [17]. If new EPs are established, LS will
guarantee that the most appropriate EP rate is selected to
provision an ET. Hence, LS tries to pack as much traffic
into a given amount of capacity as possible. Since packing
is known to save resources, it is capable of satisfying more
traffic and reducing traffic blocking.

Consider the example in Fig. 4 where the thick links op-
erate at 100 Gbit/s and the thin ones operate at 10 Gbit/s. Link
weight is its length in hundreds of kilometers. For illustration
purpose, let each link have a single wavelength. Links are bidi-
rectional and Etherpaths are unidirectional. Etherpaths running
at 10 and 100 Gbit/s have maximum transmission distances of
3000 and 500 km, respectively, after which regeneration is re-
quired. The following ETs are to be satisfied in the order shown:
ET(2,6,1), ET5(1,6,1), ET3(2,5,100), and ET4(3,6,1).
The general format of the ET, ET (s, d, BW) is explained as fol-
lows: s and d are the source and destination nodes, respectively,
and BW is the ET’s bandwidth requirement in Gbit/s.

If we generate the shortest path based on the original link
weights (Fig. 4), then the shortest path for ET; is {2-4-6}.If
ET; follows this path, it will require four 100 Gbit/s EIs, two for
initiating and terminating the EP at nodes 2 and 6, and two for
performing 3R regeneration at node 4. Using LS, the new weight
assignment will set higher weights on the 100 Gbit/s links, and
the shortest path will be {2 -5 — 6}, which requires two 10 Gbit/s
Els. The MT that corresponds to E'T'; is shown in Fig. 5. All the
physical links (bidirectional edges) are included since they are
capable of carrying ET; and have enough resources. Notice the
link weight assignment based on LS.
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The MT for ET5 is shown in Fig. 6. Notice that links (2,5) and
(5,6) are included in a single direction (shown in Fig. 6). This is
because one wavelength channel in the other direction is already
used for setting up the EP carrying ET; (EP2, ¢). In addition,
a new (virtual) edge connecting nodes 2 and 6 is added. This
edge reflects the free capacity (9 Gbit/s) available in EP5 ¢. In
this case, the routing for ET5 is {1 — 2 — 6} using the link 1-2
and the EP» ¢ which directly connects nodes 2 and 6. The cost
of this path is two 10 Gbit/s Els. It is possible to use the path
{1 -2 -5 -6} with the same cost of two 10 Gbit/s Els. But in
this case, a single wavelength channel must be found along the
three links of path {1 —2 -5 —6}. Using path {1 -2 — 6}, only
a single wavelength channels on link 1-2 is required. Hence,
using this path, it is more possible that ET» gets successfully
provisioned, and at the same time, more wavelength channels
have been saved for use by other tunnels.

For ETj3, the MT is shown Fig. 7. All links running below
100 Gbit/s are not included. In addition, EP » (created to sup-
port ET5) and EP; ¢ are not included as they do not have
enough capacity to carry ET3. Using this MT, there is only a
single path from node 2 tonode 5, i.e., {2 -4 —5}. Since the path
length is larger than the maximum transmission range (500 km),
3R regeneration is required. Hence, the EP that carries E'T'; (i.e.,
EP,, 5) must be segmented at node 4 (due to 3R regeneration)
into two EPs, namely, EP, 4 and EP4 5. The cost of this path
is four 100 Gbit/s Els.

Finally, the MT of ET} is shown Fig. 8. Notice that EP5 4
and EP,4 5 are not included as they do not have free capacity.
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The route of this tunnels is {3 — 1 — 2 — 6} with a cost of two
10 Gbit/s Els. In addition, only a single wavelength channel is
required to provision ETy.

If we need to construct the MT for a protection path, the
same treatment as in the previews examples applies, with the
exception that resource-sharing constraints will also determine
how the physical/virtual edges are included (see rules for con-
structing the protection MT).

C. Solution Algorithms

Now, based on the MT construction rules and the concept of
link stretching, we propose the following algorithm: MT-based
algorithm for reliable and cost-efficient carrier-grade Ethernet
design using PAC [7] and link stretching, or simply MT/s. The
algorithm is explained as follows.

For each Ethernet tunnel, do the following:

A) Determine the ET’s working path:
Step 1) Establish MT for ET’s working path (Working MT).

Step 2) Stretch the links to reflect the link’s cost (rate
dependence) and 3R regeneration requirement.

Step 3) Generate a set of K minimum-weight paths (KMWP)
[14] over the established MT. If the set contains zero paths,
block ET.

Step 4) For each path in KMWP, calculate cost of using that
path. Path cost is equal to the number of Ethernet interfaces of
certain rate times the Ethernet interface’s price for that rate.
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Step 5) Pick path with minimum cost, route the tunnel, and
update usage information on the network resources.

B) Determine the ET’s protection path:

Step 1) Establish MT for ET’s protection path (Protection MT)
and perform link stretching.

Step 2) Generate set of KMWP. If set contains zero paths,
block ET.

Step 3) For each path in KMWP, find cost of routing the ET.
(Cost is determined as in Step A-4.)

Step 4) Pick path with minimum cost, reserve resources over
that path, and update the network’s state.

A set of paths is generated for two reasons: 1) to find a path
that requires less regeneration (since shorter path may some-
times require more regeneration); and 2) if a single wavelength
is not found along the shortest path, the next shortest path is ex-
amined and so on. Hence, this will increase the possibility of
provisioning the ET. The K minimum-weight paths used in the
algorithm are not necessarily link-disjoint.

In this algorithm, routing and wavelength assignment (RWA
[11, [4], [6], [15] ) are combined, i.e., as soon as a path is
found, the number (and rate) of EPs to be established are
determined; and for each EP a single (wavelength-continuous)
path is searched along its route. If such a path is not found, the
Ethernet tunnel is blocked.

V. EXPERIMENTAL RESULTS

The proposed solution methods were experimented with on
the 17-node German network topology shown in Fig. 9. The
number of wavelengths on each 100 Gbit/s link is 16, and the
number of wavelengths on each 10 Gbit/s link is 128. The link
rates are shown in the figure. The number of Ethernet inter-
face slots at each node is 128. Each interface slot is assumed to
operate in a range of rates (10—100 Gbit/s), which enables the
slot to support either 10 Gbit/s EI or 100 Gbit/s EI. Links are
bidirectional. Etherpaths are unidirectional. A link has a single
rate, same in both directions. Ethernet tunnels are at 1 Gbit/s,
10 Gbit/s, or 100 Gbit/s.

The network design parameters (cost, traffic-blocking ratio,
and average Etherpath utilization) are plotted against the traffic.
The methodology for generating the traffic is as follows. The
traffic matrix in Fig. 10 is used as the base matrix. The traffic
matrix is scaled (multiplied) by a factor from the set {0.25, 0.5,
0.75, 1.0, 2.0, and 3.0}. The integer outcome of this multiplica-
tion is then taken. Hence, it is possible that some entries become
zero. These scalars correspond to the following aggregate traffic
(= sumof all traffic entries in the resulting traffic matrix):
{460, 1040, 1458, 2212, 4424, and 6636} Gbit/s. Etherpaths
running at 10 and 100 Gbit/s have maximum transmission
distances of 3000 and 500 km, respectively, after which regen-
eration is required.

Based on current industry trends, Ethernet interface rates of
10 Gbit/s and 100 Gbit/s have relative costs of 1 and 5, respec-
tively. Network cost is equal to the number of Ethernet inter-
faces of each rate times the Ethernet interface’s cost for that rate.
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Fig. 9. German network topology (thick line = 100 Gbit/s, thin line =
10 Gbit/s, and link metric = link length in km).

This includes Ethernet interfaces used for setting up working
Etherpaths and protection Etherpaths.

The design algorithms compared against each other are as
follows:

— MT/s: Algorithm is based on constructing the MT and per-

forming link stretching;

— MT/ns: Algorithm is based on constructing the MT but no
link stretching is used;

— SP: Algorithm is based on a link’s physical distance
to generate the shortest path, i.e., neither MT nor link
stretching is used for finding the working path. To find
the protection path, protection MT is constructed to avoid
violating the resource-sharing constraints (stretching is
not used).

Figs. 11 and 12 show the performance of the three cases in
terms of their impact on the network cost. The cost shown in
the figures is normalized cost, i.e., all cost values are divided
by a base value. This value is the lowest cost achieved by all the
algorithms at any traffic value, which is 426 (cost of the Ethernet
interfaces used) and is achieved by MT/s at traffic scalar 0.25
(Fig. 11) (normalized cost = 1). It is also used as the base
value for the cost values in Fig. 12. For fairness, the comparison
is tied to the traffic-blocking ratio (TBR) shown in Fig. 13. TBR
is determined as follows:

traffic blocked
TBR= ————. 2
total traffic 2)

TBR is incorporated in the cost calculation since this is a net-
work design problem. In network design, all traffic must be sat-
isfied, and a higher TBR may lead to higher cost (in order to
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reflect the cost of the blocked traffic). Hence, we incorporate
the amount of successfully routed traffic in computing the al-
gorithm’s cost efficiency. In this case, the cost is computed as
follows:

normalized cost
Cost = —(1 “TBR) 3)

The general observation is that MT/s results in lower cost for
all traffic values. In addition, the MT-based algorithms (MT/s
and MT/ns) result in lower cost than the non-MT-based algo-
rithm (SP) at all the traffic scalar values. Traffic is divided into
two regions: 1) low-traffic region (traffic multiplier less than
1.0); and 2) high-traffic region (traffic multiplier 1.0 and above).

In low-traffic region (Fig. 11), MT/s achieves low network
cost since it efficiently selects the suitable EP rates and performs
grooming as well. Notice that TBR for the three algorithms is
close (around zero) in this region, even though MT/s achieved
the lowest cost which shows its efficiency in using the resources
(Ethernet interfaces and wavelength channels). In high-traffic
region (Fig. 12), MT/s also achieves lower cost than MT/ns and
SP. This region is characterized by high TBR due to the re-
source and wavelength-continuity constraints. Hence, we notice
that MT/s is resource efficient at various loads. In fact, its effi-
cient performance at low-traffic loads plays an important role in
making it also efficient at high-traffic loads. This is because, at
low-traffic loads, resources are effectively used and more excess
capacity [2] can be spared for later use at high-traffic loads.

If we consider TBR (Fig. 13), we notice the following:

1) There is some increase in TBR for MT/s versus MT/ns
(especially in the high-traffic region), which can be
explained as follows. Using link stretching, the algo-
rithm is biased toward low-rate links, and Ethernet
tunnels tend to use low-rate wavelength channels. In
this case, the low-rate channels are consumed quickly.
Due to wavelength-continuity constraint, it is possible
that some tunnels may not find a single wavelength
channel available on all the low-rate links on the
minimum-weight paths generated by the algorithm, es-
pecially the tunnels that the algorithm tries to provision
after large amount of traffic has been provisioned and
few wavelength channels are available. Furthermore,
this is more likely to occur at higher loads.

2) Non-MT-based algorithm (SP) results in high TBR com-
pared to the MT-based algorithms. This is explained
as follows. The SP algorithm depends only on the ac-
tual length of the links, and it does not efficiently per-
form grooming since it lacks the intelligence provided
to the MT-based algorithms by the construction of MT.
At higher loads, the wavelength-continuity constraint
will be a limiting factor on the success of satisfying the
traffic: it is hard to find the same wavelength available on
all links of a path. In addition, since SP does not perform
grooming efficiently, the EP may need to pass through
more physical links, and the average hop distance (phys-
ical in this case) of the EP may become longer. Hence,
the wavelength-continuity constraint will become even
more constraining.
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We comment on one more observation regarding the average
EP utilization (Fig. 14). In general, MT-based algorithms (MT/s
and MT/ns) achieved much higher EP utilization (around 95%)
compared to SP algorithm (around 60%), which further shows
the resource efficiency of the MT-based algorithms. In addition,
even though the network cost using link stretching (MT/s) is
lower, the average EP utilizations in both MT/s and MT/ns are
very close where we may expect MT/s to achieve higher utiliza-
tion. This is justified as follows.

1) Since the algorithm sets zero weights on the MT’s
virtual (Etherpath) edges, the Ethernet tunnels will be
strongly forced to follow these EPs. For example, the
cost of a path with one edge with weight W1 and one

TBR (%)

Fig. 13.
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virtual edge (weight = 0) is larger than the cost of
a path with one edge with weight W2 < W1 and N
virtual edges. Hence, the connection will use the second
path, filling all the N EPs (virtual edges), which will
increase their utilization. From cost perspective, this
path is preferred, but in reality, resources (wavelength
channels) are being used which may affect the subse-
quent connections and increase the network cost. We
call this kind of utilization as fake utilization in the
sense that many EP have been used unnecessarily. In
MT/ns, since more 100 Gbit/s EPs are established, these
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Fig. 15. Network cost versus transmission reach.

EPs will take longer to be filled, and hence MT/ns is
more affected by the fake utilization phenomena, which
in turn increases the average EP utilization. A good
example of such a case is the MT of ET4(3, 6, 1) shown
in Fig. 8. In this example, E'T uses link (3, 1), EPq »,
and EPs ¢ instead of link (3, 2) and EP» ¢.

2) Since no link stretching is performed in MT/ns, the prob-
ability of selecting a path running at 100 Gbit/s is higher.
Hence, in a 100 Gbit/s EP, we expect more Ethernet con-
nections to coexist, so the number of connections sharing
the same risk will reduce the number of backup EP that
can be shared for protection. As a result, we need to use
more resources for protecting the connections, which
will increase the network cost. Note that the utilization is
computed using the working EP only, while the network
cost is based on both working and protection EP.

Finally, we consider the effect of the maximum transmis-
sion reach of the signal on the network’s cost. For this part, we
assume all source-destination pairs (tunnels) to have the same
traffic requirement of 10 Gbit/s. No protection is accounted for
in this experiment. The maximum reach of the 10 Gbit/s is as-
sumed to be 3000 km so that no 3R regeneration will be required
for the 10 Gbit/s EPs using the network in Fig. 9. The maximum
reach of the 100 Gbit/s signal is {300, 350, 400, and 450} kilo-
meters, after which 3R regeneration is required. Network cost
is computed as in (3). All cost values are normalized against the
cost captured by MT/s at maximum reach value of 300 km (the
lowest). Furthermore, only MT/s and MT/ns are considered in
this experiment. This is because the experiment examines the
effect of LS on reducing 3R regeneration which is the only dis-
tinction between MT/s and MT/ns. Fig. 15 shows the network
cost sensitivity against the maximum 100 Gbit/s signal trans-
mission range.

Based on Fig. 15, we make the following observations.

1) MT/ns results in higher cost than MT/s. This is mainly
because MT/ns does not use LS. Hence, it may generate
more 100 Gbit/s EPs and require more 3R regeneration.
In addition, since MT/ns may use more 100 Gbit/s EPs,
the wavelength-continuity constraint will be a more
limiting factor in MT/ns than in MT/s because the
100 Gbit/s links have fewer wavelengths and it may be
harder to find the same wavelength along the path.
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2) As the transmission reach is increased from 300 to
350 km, the network cost reduces for both algorithms.
This is because increased range reduces the amount of 3R
regeneration required. As the reach increases to 350 km
and beyond, the network cost decrease becomes almost
flat, especially for MT/s. This is because: a) the length
of the generated path is less than the maximum trans-
mission range, or b) since both MT/s and MT/ns use the
MT, they can groom the ETs onto the already-established
EPs (virtual edges) which will decrease the length of
a newly established EP (if they need to establish ones
to satisfy the ETs [17]) and hence, the 3R regeneration
will decrease. For MT/s, this behavior is clearer since
fewer 100 Gbit/s EPs are established and hence the effect
of transmission range is less than the case of MT/ns.
We also notice that, for MT/ns algorithm, there is some
increase in cost as we go from 350 to 400n km, where we
may expect the opposite. This increase is not related to
the reach increase, but it is caused by the routing and
wavelength selection decisions.

3) The results shown in Fig. 15 are specific to the traffic
assumed (10 Gbit/s tunnels) among source-destination
nodes and the German network topology. It is possible
to get different outcomes using different networks,
link-rate distributions, and traffic characteristics. For
example, as the number of high-rate (e.g., 100 Gbit/s)
ETs increases, the effect of 3R regeneration will in-
crease and the performance of MT/s and MT/ns may be
close (because MT/s is forced to use 100 Gbit/s chan-
nels). On the other hand, if the low-rate (e.g., 10 Gbit/s)
ETs increases, MT/s may perform better than MT/ns.

VI. CONCLUSION

We studied the design of reliable and cost-efficient carrier-
grade Ethernet in a multiline-rate network with signal-transmis-
sion-range constraints with high rates of operation (100 Gbit/s).
These constraints are very practical in a carrier’s network. We
proposed a graph-based solution, which depends on constructing
the MT and the novel concept of link stretching. The approach
showed improved performance compared to non-MT-based
approaches. In addition, even though protection-at-connection
(PAC) level is used in this study, protection-at-lightpath (PAL)
can also be used. Our study in [3] makes a performance compar-
ison between PAC and PAL for carrier-grade Ethernet.
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